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Abstract: Die Westfalische Wilhelms-Universitat Minster (WWU) ist eine der
groBten Universitdten in Deutschland und mit ihren Uber 200 Geb&uden
weitrdumig Uber das Stadtgebiet verteilt — ein gut ausgebautes und hoch
verflighares Kommunikationssystem ist folglich von zentraler Bedeutung fir die
effiziente Unterstlitzung der Prozesse in Forschung, Lehre und Administration. So
hat sich in den zuriickliegenden 6 Jahren die Zahl der LAN-Anschliisse im Netz
der WWU auf ber 26.500 (mit den Anschliissen im integrierten Netz des
Universitatsklinikums Minster (UKM) sogar tber 43.000) mehr als verdoppelt.
Mit der Integration des TK/AVM-Bereichs der Universitatsverwaltung in das
Zentrum flr Informationsverarbeitung (Z1V) Anfang 2008 und dem damit
verbundenen Bedarf fur die synergetische Umsetzung der Konvergenz der
Kommunikationssysteme, mit dem immer rascher anwachsenden Bedarf fur 10GE
Ports in den Data Centers und der Notwendigkeit fir umfangreiche Erneuerungen
bei den aktiven Netzwerkkomponenten (im Edge wie auch im Core) war die
Erstellung eines neuen, langfristigen Netzentwicklungskonzeptes notwendig. In
einem intensiven Diskussionsprozess wurden dabei die Grundlagen fiir zahlreiche
strategische Entscheidungen erarbeitet und die Gesichtspunkte der IT-Sicherheit,
eines einfach handhabbaren personalsparenden Netz-Managements und der von
Nutzerseite dringend gewiinschten mobilen Konnektivitat berticksichtigt.

1 Die Ziele des Netzentwicklungskonzeptes der WWU Miuinster

Information hat sich in den letzten Jahrzehnten zum zentralen Faktor fir ein
erfolgreiches Arbeiten in allen Bereichen der Wirtschaft und des 6ffentlichen Lebens
entwickelt. Vom Fluss der Informationen, und von der Funktionsfahigkeit der Systeme
zur Informationsverarbeitung hédngt inzwischen die Arbeitsfdhigkeit moderner
Organisationen ab. Insbesondere zuverldssige und weitum verfiigbare Datennetzwerke
sind dafiir die Grundvoraussetzung. Sie bilden die Infrastruktur fir die Forschung im
Sinne von ,,eScience” und unterstiitzen die Gestaltung neuer, zukunftsorientierter Lehr-
und Lernumgebungen.



Insbesondere fiir Universitdten ohne homogene Campus-Struktur stellt der Auf- und
Ausbau eines umfassenden Kommunikationssystems einen bedeutenden personellen und
finanziellen Faktor dar. Die Westfalische Wilhelms-Universitdt Minster (WWU) hat
schon sehr friih mit einem umfangreichen Ausbau der Netzwerkinfrastruktur begonnen
und konnte eine sehr weitreichende Abdeckung erreichen — aktuell kann von Vollausbau
gesprochen werden. Die Kompetenzen fir Ausbau und Betrieb des Netzwerkes der
WWU wie auch des Universitatsklinikums Munster (UKM) sind klar geregelt und
ausschlieBlich in der Verantwortung des Zentrums flr Informationsverarbeitung (ZIV)
der WWU.

Mit der Ausarbeitung eines neuen, langfristigen Netzentwicklungskonzeptes wird zentral
das Ziel wverfolgt, auch bei betrachtlichen Fluktuationen im weitverstreuten
Gebéaudebestand der WWU diesen Status des Vollausbaus zu erhalten und einen hdchst
zuverladssigen  Betrieb des Kommunikationssystems, der allen zukinftigen
Leistungsanforderungen gerecht wird, zu gewéhrleisten. Das Kommunikationssystem
darf kein limitierender Faktor fir die zuklnftige Entwicklung der WWU Munster in
Forschung und Lehre sein.

Dabei sind die Hauptziele:

e Konvergenz: Zusammenfiihrung von Telekommunikations-, Daten- und
Speichernetzwerk in technischer und personeller Sicht.

e Verflgbarkeit: hochste Zuverlassigkeit und umfassende Abdeckung aller
Bereiche der WWU durch das Kommunikationssystem.

e Leistungsfahigkeit:  proaktive  Adressierung  absehbarer  Leistungs-
Anforderungen zur Verhinderung behindernder Engpdsse bei laufendem
Wachstum.

e Sicherheit: Gewahrleistung eines HochstmaBes an Datensicherheit durch
organisatorische SicherheitsmaBnahmen, netzseitige Sicherheitseinrichtungen
und Netzdienste fur Datenhaltung und Sicherung.

o Effizienz: Optimierung der User-Helpdesk- und der User-Self-Care-
Mechanismen

Dabei wird das Kommunikationssystem in seiner Gesamtheit adressiert — nicht nur das
Datennetzwerk, sondern auch die Telekommunikation (TK) und sonstige Netzdienste.
Die vorgestellten Konzepte gelten aber genauso fiir das ebenfalls vom ZIV betreute und
voll integrierte Kommunikationssystem des UKM. Die dargestellten Planungen beziehen
sich auf einen Zeitraum von ca. 7 Jahren (d.h. bis ca. 2017). Dieser Planungszeitraum
wird bewusst gewahlt, da dies einem realistischen kompletten Innovationszyklus bei den
aktiven Netzwerkkomponenten entspricht, der nur bei dieser Laufzeit mit den
verfligbaren internen Personalressourcen bewaltigt werden kann.



2 Bedarfsbegrindende Grunddaten

Die WWU zéhlt zu den sehr groRen Hochschulen in Deutschland mit Schwerpunkten in
den Geistes- und Sozialwissenschaften, den Gesellschaftswissenschaften, den
Naturwissenschaften und der Medizin; die Ingenieurwissenschaften sind nicht vertreten.
15 Fachbereiche bilden die organisatorischen Grundeinheiten der WWU. In (ber 110
Studienfachern mit 250 Studiengéngen gab es im Wintersemester 2008/09 ca. 37.000
Studierende. Die Zahl der jahrlichen Absolventen liegt bei ca. 5.500. Die ca. 5.000
Beschaftigten der WWU setzen sich wie folgt zusammen: 565 Professoren, 2.700
Wissenschaftliche Mitarbeiter, und 1.700 weitere Mitarbeiter. Bei der WWU handelt es
sich um eine Uber die ganze Stadt Minster verteilte Flachenuniversitat. Das
Kommunikationsnetz der WWU ist daher ein typisches Metropolitan Area Network
(MAN). Mit der flachendeckenden ErschlieBung aller Gebdude Uber das
universitatseigene ca. 230 km umfassende Glasfasernetz ist ein hoher Aufwand
verbunden. Das Kommunikationsnetz umfasst LAN-, traditionelle TK-Technologien,
und weitere gebduderelevante Technologien wie Gebaudeleittechnik, Sicherheits- und
Zugangstechnik.

Kennzahl Wert
Gebéude 212
Raume 15.340
Gesamtlénge des LWL-Netzes (WWU+UKM) 229 km
registrierte Nutzerkennungen 57.600
LAN-Verteilerstandorte 218
Netz-Anschlussdosen 28.082
WLAN Access Points 732
registrierte LAN-Endsysteme 15.971
Core/Midrange Router/Switches 15
Distribution/Edge-Switches (WWU+UKM) ca. 2.000
(aktive) TK-Nebenstellen 8.490
TK-Standorte 47
VolP-Telefone 470

Tabelle 1: Kennzahlen des Kommunikationssystems der WWU

3 MalRnahmenplan fir Erneuerung und Ausbau

Der grofle Umfang des Kommunikationssystems erfordert substantielle Aufwéande fiir
die Erhaltung der Infrastruktur (insbesondere proaktiver Austausch der aktiven
Komponenten nach maximal 7 Jahren Nutzungszeit zur Gewéhrleistung der
betrieblichen  Stabilitit und Bereitstellung  aktueller  Funktionalitdten  und
Leistungsmerkmale). Trotz des bereits erreichten hohen Abdeckungsgrades ist weiterhin
ein ungebrochenes Wachstum des Kommunikationsnetzes mit Uber 3.000
Neuanschlissen pro Jahr zu erwarten, das teils aus der forcierten Installation von



WLAN-Access-Points, teils aus der Nutzung von Cat6 fiir TK-Verkabelung bei allen
neuen Bauprojekten resultiert. Fir den Zeitraum bis 2017 wird — nicht zuletzt wegen der
sukzessiven Migration der TK-Anschlisse — ein unverandertes Aufkommen an
Neuanschlussen in dieser GroRenordnung erwartet.

Auf Grund dieses Mengengeristes ist klar, dass der Ausbau und die Erneuerung des
Netzwerkes nur kontinuierlich und nicht in disruptiven Projektschritten erfolgen kann —
die personellen Kapazitatsanforderungen und die logistischen Voraussetzungen dafir
waren zu groB und die Gefahren flr eine nicht tolerierbare Beeintrachtigung des
Netzbetriebs zu hoch. Insbesondere der Ausbau der Netzanschliisse, die Verbesserung
des House-Keepings, der Ausbau des WLAN, der Austausch der Edge-Switches erfolgen
dabei kontinuierlich.

Die zentralen MalRnahmen, die zur Erreichung der eingangs genannten Hauptziele
umgesetzt werden sollen sind in ihrer zeitlichen Abfolge bereits recht gut umreif3bar:

o vollstdndige Umsetzung des 3-Layer-Core-Schemas (insb. 10GE-Anbindung
des Distribution-Layers an den Midrange) und damit einhergehend der Ersatz
der Multimode- durch Singlemode-Verkabelung im Laufe der Jahre 2010-2012

e Umstellung auf 40GE-Technologie in Core und Midrange in 2012-2014

e Etablierung von Data Center Switches in 2012

o vollstandige Abstitzung der audiovisuellen Medientechnik Gber das LAN und
Schaffung einer zentralen Management- und Wartungsplattform bis 2014

o flachendeckende WLAN-Versorgung mit 802.11n bis 2015

o flachendeckende Bereitstellung von 1GE und Einflihrung von 802.1x bis 2016

o flachendeckende Einfilhrung von VolP und Ablésung der TDM TK
Komponenten bis 2017

Begleitend dazu ist die Pflege und Erweiterung der Funktionalitaten zur Netzwerk-
Administration und Dokumentation (zentral und mandantenféhig dezentral), flr
Netzwerk-Monitoring und fur die Netzwerk-Sicherheit geplant.

4 Netzkonzept: vorhandene und angestrebte Netzstruktur

4.1 Grundziige des Netzdesigns

Das Netzdesign der WWU wird von den Grundsétzen der Verfugbarkeit und der in das
Netz eingebetteten Sicherheit bestimmt. Im Rahmen der Verfugbarkeit wird nicht auf
eine erhohte Einzelgerateverfugbarkeit durch z.B. redundante Module sondern auf eine
Doppelung der Geréte und Funktionen an unterschiedlichen Standorten gesetzt. Um sich
auch bei der Stromversorgung auf unterschiedliche Quellen abzustiitzen zu kénnen,
werden jeweils 2 Netzteile eingesetzt. Lediglich im Edge wird im Allgemeinen auf diese
Redundanzen  verzichtet. Durch die ins  Netzwerk eingebetteten IT-



SicherheitsmalRnahmen wird das Gefédhrdungspotenzial fiir ganze Netzbereiche erheblich
reduziert (vgl. Detaildarstellung unter 4.3). Folgende aufeinander hierarchisch
aufbauende Netzbereiche werden unterschieden (siehe auch Abb. 1):

e Edge: Anbindung von Endsystemen, nur Layer2-Funktionalitat

e Distribution: 16 Standorte, Aggregieren von Edge-Devices, nur Layer2-
Funktionalitdt, Einflhrung dieses Bereiches um kostengiinstig 10GE einsetzen
zu kdnnen, Server-Anbindung

e Midrange: 6 Standorte, Aggregieren von Distribution-Devices groRer
Netzbereiche, zukinftig Anbindung von Data Centern, Layer3/IP-
Funktionalitat, Paketfiltering

e Core: 2 Hauptstandorte, Kopplung der Midrange-Bereiche, Layer3/IP-
Funktionalitdt, Realisierung zentraler Netzfunktionen (WLAN-Switching,
zentrale Security-Funktionen: Paketfilter, Firewall-Funktionalitat, Intrusion-
Prevention, VPN)

e Inter-Core: 2 Standorte zur Layer3-Kopplung der Netze der verschiedenen
Einrichtungen (WWU, UKM, FH, MPI) zum WNM (Wissenschaftsnetz
Miinster)

Inter-Core:
2 Switches

: 10GE+
Core:
2 Switches -

Security:
2 Switches, IPS, ...

WLAN:
3 Switches

Midrange:
6 Switches

DataCenter: P’ ‘
3 DC-Switches 40GE \
A

Distribution:
16 Switches

A‘ —;‘.

649 Switches in o 5
284 Stacks WWU Miinster — Netzwerk-Architektur

Abb.1: Schematische Darstellung der Architektur mit Core (samt zentraler Security und WLAN
Switching) — Midrange (samt Data Center) — Distribution — Edge



Zur Erhéhung der Verfligbarkeit sollen einzelne Edge-Bereiche {ber ein Paar von
Distribution-Switches angebunden werden (siehe Abb. 1). Jeder Edge-Switch wird im
Normalfall mit einem der beiden der Distribution-Switches verbunden. Nur ca. 20 % der
Edge-Switches mit erhdhten Verfiigbarkeitsanforderungen werden mit beiden
Distribution-Switches verbunden. Die Distribution-Switches sollen untereinander
verbunden und jeweils eine Verbindung zum (ibergeordneten Midrange-Switch besitzen
wodurch dieser Netzbereich redundant angebunden ist. Ein Midrange-Switch hat je eine
Verbindung zu einem der Core-Switches. Die Core-Switches sind untereinander
verbunden. Die Data Center sollen als Ring untereinander verbunden und jeweils an 2
Midrange-Switches angeschlossen werden.

Das Netz stitzt sich auf die 2 Hauptstandorte in der Einsteinstrale und Rontgenstralie
ab. An diesen Standorten sind insbesondere die Core- und Inter-Core-, aber auch die
lokalen Midrange- und Distributionsfunkionalitaten realisiert. Als Geratetyp kommt im
Inter-Core, Core und Midrange ausschlieBlich der Cisco C6509 zum Einsatz. Im noch
weitgehend zu realisierenden Distribution-Bereich soll hingegen der Gerétetyp HP
5412zl eingesetzt werden. Im Edge kommen aktuell Gerate der Hersteller HP, 3Com und
Nexans zum Einsatz. Im Rahmen der internen Herstellerpolitik soll auch zukiinftig eine
alleinige Herstellerbindung vermieden und der Wettbewerb zwischen den Herstellern
aufrechterhalten werden.

Das beschriebene Konzept ist bereits im Core- und Midrange-Bereich umgesetzt
worden. Die Implementierung des Distribution-Bereichs ist bislang exemplarisch in
einigen Bereichen vorgenommen worden. Die netzweite Umsetzung dieses Konzepts ist
allerdings eine noch zu leistende umfangreiche Aufgabe. Dariber hinaus missen die
absehbaren Bandbreitenanforderungen durch leistungsfahige Verbindungen (10GE,
NXx10GE, spéter 40GE bzw. 100GE) zwischen den Netzbereichen abgedeckt werden.

4.2 Ausfuhrliche Darstellung der Netzstruktur

4.2.1 Verkabelungsstruktur

Die Verkabelung im Tertidrbereich wurde bereits friihzeitig nach dem Cat5e- und spater
dem Cat6-Standard ausgefiihrt. Lediglich die ersten Verkabelungen in den 1990er-Jahren
entsprechen nur Cat5, wobei bereits die seinerzeit verwendeten Leitungen den
Anforderungen der heutigen Cat5e gentigen und durch Umristen der Anschlusstechnik
leicht gigabit-fahig gemacht werden kdénnen. Zur effizienteren Ausnutzung der aktiven
Technik und des House-Keepings werden bei der strukturierten Verkabelung mdoglichst
wenige Verteiler innerhalb eines Gebdudes angestrebt. Hierdurch entféllt eine
Sekundarverkabelung weitestgehend. Im Primarbereich stutzt sich das Netz grotenteils
noch auf eine seit den 1980er gewachsenen Multi-Mode-Verkabelung ab. Diese soll
durch eine Single-Mode-Verkabelung nach den folgenden Grundséatzen abgeldst werden:

e |Im Normalfall wird ein Gebaude mit nur einem LWL-Kabel an einem
Distributionsswitch-Standort angebunden



e In Einzelfdllen wird fur Geb&ude mit erhéhten Verfugbarkeitsanforderungen
(z.B. Lokationen mit zentralen Services, ...) eine redundante LWL-Anbindung
angestrebt.

e Durch die Installation von VolP-Endgerdten ergeben sich keine erhdhten
Verfiigbarkeitsanforderungen fur die LWL-Anbindung dieses Gebaudes.

e Die beiden Distributionsstandorte eines Netzbereiches werden untereinander
verbunden, diese LWL-Verbindung dient auch zum Durchschalten evtl.
redundanter Edge-Anbindungen.

o Distributionsstandorte werden mit beiden zugehérigen Midrange-Standorten
verbunden

¢ Midrange-Standorte werden mit beiden Core-Standorten verbunden

o Core-Switch-Standorte werden untereinander verbunden

4.2.2 Layer2-Strukturen

Auf Layer-2-Ebene wird die VLAN-Technologie eingesetzt. Dabei werden die
Verbindungen zwischen den Netzwerkkomponenten grundsitzlich ,tagged” und die
Verbindungen zu Endsystemen ,untagged* ausgefiihrt. Lediglich ausgewéhlte Server
werden auch ,.tagged* angebunden. Hierdurch ist es moglich die einzelnen VLANS iiber
geografische Bereiche hinweg im gesamten Netz zu verteilen. Im Edge- und
Distributionsbereich werden nur Layer-2-Funktionen eingesetzt. Nach lhrer Funktion
werden folgende VLAN-Typen unterschieden:

e Endnutzer-VLANS: Anschluss von Endgeréaten (Clients, Server, VolP-Telefone)
e Insel-VLAN: spezielle Endnutzer-VLANS als abgeschottete Bereiche

e Transfer-VLANS: Verbindung von IP-Routern (physischen und virtuellen)

e VPNSM-VLANS: fiur die direkte VPN-Einwahl in ein Endnutzer-VLAN

Das Routing auf Layer2 erfolgt mit der STP-Protokollfamilie (Spanning Tree Protocol).
Dabei sind zwei voneinander unabhdngige STP-Bereiche zu unterscheiden: Im
Core/Midrange-Bereich wird Rapid PVST (Per VLAN Spanning Tree), im
Distribution/Edge-Bereich wird RSTP (Rapid Spanning Tree Protocol) eingesetzt. Der
Ansatz, die VLAN-Technologie intensiv zu nutzen, hat sich in der Vergangenheit
bewahrt und soll fortgeschrieben werden. Eine Konsequenz des oben erlduterten
Konzepts ist ein grofer Bedarf an VLANSs der durch zukinftige und den Ausbau
vorhandener Dienste (VolP) weiter steigen wird. Durch das Aufteilen der VLAN-IDs in
verschiedene Nummernrdume (ID-Range) fir einzelne Bereiche und Funktionalitaten
(z.B. WWU, UKM, Data Center, Transfernetze) wird die Administrierbarkeit verbessert
und die mehrfache unabhéngige Verwendung von VLAN-IDs erleichtert.



4.2.3 Layer3-Strukturen

Layer3-Funktionen werden ausschlieflich auf den Geréten im Midrange- und Core-
Bereich etabliert. Hier lasst sich durch die Cisco-10S-Funktion ,,VRF-lite* die IP-
Router-Funktionalitét virtualisieren, wodurch eine Vielzahl von IP-Routing-Instanzen
(kurz VR) auf einer Hardware definiert werden kann. Die VRs werden dabei sowohl fur
die Layer3-Anbindung von IP-Subnetzen fir Endsysteme als auch flr den Aufbau einer
Hierarchie von VRs eingesetzt. Im Abschnitt 4.3 wird erlautert, wie hierdurch netzseitig
eingebettete Sicherheitslésungen aufgebaut werden kénnen. Auch bei den VRs wird
dabei konsequent die Gerdtedopplungsstrategie fortgesetzt, indem ein VR-Paar auf zwei
Chassis aufgeteilt wird. Derzeit sind ca. 270 VRs (WWU und UKM) realisiert. Zur
Erhohung der Verfigbarkeit kommen HSRP, OSPF und BGP zum Einsatz. Dieses
Layer3-Design hat sich in der Vergangenheit bewahrt und soll fortgeschrieben werden.
IP-Multicast und IPv6 sind noch nicht in substanziellem Umfang eingefiihrt. Dies soll
zukunftig erfolgen.

4.2.4 Netztechnologien und Netzzugangstechnologien

Als Technologie zur Verbindung der Netzkomponenten kommt nahezu ausschlieBlich
Ethernet zum Einsatz. Innerhalb des Core und Midrange wird derzeit ausschlieflich
10GE-Technik eingesetzt. Abhéngig von der Verfligbarkeit ist mittelfristig eine
Hochristung auf 40GE-Technik vorzunehmen, alternativ ist hier auch zundchst eine
Aggregation von 10GE-Verbindungen mdglich. Die konsequente Einflihrung eines mit
10GE-Technologie angebundenen Distribution-Bereichs ist eine noch in grofRem
Umfang zu realisierende Aufgabe. Bei den Downlink-Verbindungen vom Distribution-
Bereich zum Edge-Bereich handelt es sich je nach Konstellation (Portdichte,
Performance-Anforderungen) um 1GE, aggregierte 1GE oder 10GE-Verbindungen. Hier
soll im Laufe der Jahre weitgehend auf 10GE-Technologie umgestellt werden. Vor
kurzem wurde eine eigene DSL-Infrastruktur aufgebaut, um einfach und flexibel das
vorhandene Kupferkabelnetz nutzen zu kdénnen, solange in Einzelfallen noch keine
eigene LWL-Anbindung existiert oder diese unwirtschaftlich ist. Zu Standorten ohne
eigene Leitungswege wird die DSL-Technik externer Anbieter genutzt.

Fir den Zugang von Endgeraten zum Kommunikationssystem wird eine Reihe von
Zugangstechnologien unterstutzt:

e LAN-Festanschliisse fr registrierte Endsysteme

o oOffentliche* LAN-Festanschliisse mit VPN-Zugangsmdglichkeit
e VPN-Zugang aus externen Netzen

o dedizierter VPN-Zugang in eine bestimmte Netzzone (VLAN)

e WLAN (siehe 4.2.5)

e DSL/PPPOE

Der Netzzugang mit 802.1X an LAN-Festanschliissen ist noch nicht in nennenswertem
Umfang realisiert. Es ist geplant, diese Netzzugangstechnologie flachendeckend zu



etablieren. Der Nutzer soll sich dabei flexibel in eine bestimmte Netzzone ,,einwdhlen®
kénnen. Hierfir missen jedoch die alteren Edge-Switches erneuert werden. Beim
externen VPN-Zugang soll zukinftig, dort wo die Installation einer VPN-Client-
Software nicht akzeptabel ist, eine einfachere SSL-VPN-basierte Zugangsmethode
implementiert werden.

4.2.5 WLAN

Derzeit sind zwei verschiedene fir den Nutzer transparente WLAN-Installationen im
Einsatz. Bei der &lteren WLAN-Installation handelt es sich um eine Lésung der Firma
Proxim mit autonomen Access Points (APs). Diese Installation ist immer noch in
groRem Umfang mit ca. 300 APs in Betrieb. Seit 2008 ist eine zentrale controller-
basierte WLAN-Switching-Lésung der Firma Cisco, die sich im Core-Bereich auf
dedizierte 6509-Switches mit WISM-Modulen abstitzt, mit derzeit ca. 450 APs im
Einsatz. 802.11n-faéhige APs werden erst seit kurzem eingesetzt. Als
Authentifizierungsverfahren fir den Zugang zum WLAN kommt 802.1X zu Einsatz. Fir
die Verschlusselung werden WPA und WPAZ2 eingesetzt. Fir Géste ist der Netzzugang
mit eduroam/DFN-Roaming mdglich.

Die WLAN-Versorgung soll noch wesentlich ausgebaut werden. Eine Umfrage unter
den Nutzern in 2009 hat gezeigt, dass das WLAN eines der am stérksten nachgefragten
Angebote des ZIV ist. Es ist langfristig geplant, eine WLAN-Vollversorgung mit
802.11n zumindest fir Datenkommunikation (mit final ca. 3.000 APs) zu realisieren. In
einigen Bereichen soll die WLAN-Abdeckung auch fir VolP over WLAN und evtl. fir
Location und Tracking ausgelegt werden. Aus Kostengriinden soll von der bisherigen
1:1-Redundanz bei den zentralen WLAN-Switches auf eine 2:1-Redundanz umgestellt
werden. Zusétzlich ist die Beschaffung von entsprechender WLAN-Messtechnik
begleitend ebenso erforderlich wie die Schaffung von NAT- und Web-Proxy-Lésungen.

4.2.6 Erschliefung von Studierendenwohnheimen

Die ca. 20 Studierendenwohnheime in Minster sind an das Glasfasernetz der WwWU
angeschlossen. Von hier erfolgt ein authentifizierter Zugang in das Netz der WWU. In
den einzelnen Wohnheimen liegen unterschiedliche Netzinfrastrukturen vor. Im Falle
einer LAN-Verkabelung erfolgt der Zugang mittels VPN-Technologie (PPTP). Bei einer
DSL-Infrastruktur wird der Zugang mit PPPOE realisiert. In den ca. 15 Wohnheimen des
Studentenwerks Miinster existiert eine DSL-Versorgung der T-Systems. In
Zusammenarbeit mit dem ZIV (sog. Teleport-Projekt) ist hier ein Netzzugang realisiert.
Das ZIV betreibt dabei die fir die Aggregation und Authentifizierung der Nutzer
notwendigen Router.

4.2.7 Data Center

Derzeit existieren an der WWU zwei zentrale Server-Standorte. Es wird von einem
Trend zur starkeren Zentralisierung bei den Servern und dem Server-based Computing



sowie einer Konvergenz von LAN und SAN (Data-Center-Ethernet, FCoE, ..)
ausgegangen. Eine Kapazitatserweiterung durch einen dritten Standort ist daher in
Planung. Spezielle Data Center Switches mit hoher 10GE-Portdichte werden noch nicht
eingesetzt. Zukinftig sollen diese Switches angeschafft und an den Midrange-Bereich
angebunden werden. Die Aufteilung der Funktionen auf die Data Center soll so erfolgen,
dass das IP-Routing zu den Data Centern auf den Midrange-Switches (d.h. ohne
Belastung der Core-Switches) erfolgt. Die Abb. 1 verdeutlicht die Planungen. Die drei
Data Center werden wie dargestellt untereinander und an jeweils 2 Midrange-Switches
angebunden. Das Redundanzkonzept sieht vor, dass auch im K-Fall Data Center-
Services zur Verflgung stehen. Hierfir wird einem Paar von Midrange-Switches ein
Data Center fir die Layer3-Anindung zugeordnet.

4.3 Konzept der netzseitigen IT-Sicherheitsmalinahmen

4.3.1 Grundstrukturen flr netzseitige Sicherheitsmalinahmen

Netzseitige MaBnahmen erlauben das Gefahrdungspotential fiir Netzbereiche auch dann
zu begrenzen, wenn lokale, organisatorische und sonstige MalRhahmen nicht ausreichend
umgesetzt werden konnten. Hierflr erfolgt eine Strukturierung des Netzes in sog.
Netzzonen (VLANS) fur Endsysteme mit identischem Sicherheitsbedarf. Netzzonen sind
spezifische Sicherheitsfunktionen zugeordnet. Die Sicherheitsfunktionen sind in das
Netz eingebettet; d.h. auf Netzkomponenten realisiert. Durch die Hierarchisierung von
Netzzonen koénnen Gesamtheiten von Netzzonen gegeniiber anderen Netzzonen
sicherheitstechnisch definiert werden. Netzseitig werden folgende Sicherheitsfunktionen
eingesetzt:

e  Stateless Packet Screening auf Layer-3 (IP-ACLs)

o Firewall-Funktionalitat (Stateful Packet Screening)

e Intrusion-Prevention-Systeme (IPS)

e VPN-Technologie (insb. fir den Zugang zu einer bestimmten Netzzone)

o Application Gateways oder Application Proxies

e Bypassing: Bypassing erlaubt den Einsatz von Sicherheitsfunktionen, wenn
Anwendungen hohen Durchsatz erfordern. Beim Bypassing wird mittels Policy
Based Routing bestimmter Datenverkehr an den durchsatzbeschrénkenden
Sicherheitsfunktionen vorbei gelenkt.

4.3.2 Realisierung durch Virtualisierung und mandantenféhige Administration

Netzstrukturen und funktionale Instanzen werden nicht 1:1 physisch bzw. physikalisch
auf das Netzinventar abgebildet, sondern weitestgehend in virtualisierter Form realisiert.

e Mit VLANSs kénnen Netzzonen gebildet werden.



e Durch Virtualisierung von IP-Routern konnen flexibel Netztopologien
aufgebaut werden. Zusammen mit der VLAN-Technologie kann im Grundsatz
jede beliebige IP-Topologie mit den gewiinschten hierarchischen
Sicherheitszonen aufgebaut werden.

e Durch die Virtualisierung von Firewall- und Intrusion-Prevention-
Funktionalitat kénnen Instanzen solcher Sicherheitselemente an beliebiger
Stelle in das Netz eingebettet werden.

e VPN-Technologie erlaubt die Ausdehnung einer Netzzone auf externe Sites oder
Clients

Im Konzept werden zentrale und dezentrale IT-Verantwortlichkeiten abgebildet.
Folgende Funktionalitdten sind daher fir eine effiziente Administration der
Sicherheitsfunktionen erforderlich:

¢ Mandantenfahigkeit fur Einsicht und Konfiguration der Sicherheitsfunktionen
durch Netzzonen-Verantwortliche

e Rahmenkonfigurationsmoglichkeiten und andere Generalfunktionen fur die
Vorgabe von Muster-, Standard- und Mindestkonfigurationen

Beim eingesetzten IPS-Produkt sind diese Funktionalititen gegeben. Fir die
besprochenen Netzbasisfunktionen VLANS, Virtuelle Router mit den Stateless-Packet-
Screening-Funktionen und Virtuelle Firewalls ist die Mandantenfédhigkeit bei den
eingesetzten Produkten nicht verfugbar. Hier soll die Self-Care-Funktionalitat der
eigenentwickelten  Netzdatenbank (LANbase) des ZIV im Rahmen einer
Netzzonenverwaltung ausgebaut und mit Geréte-Steuerungsmechanismen verbunden
werden.

4.3.3 Planungen bei den netzseitigen IT-Sicherheitsmafihahmen

Bei den installierten Sicherheitsfunktionen muss zukinftig durchgéngig ein Upgrade auf
10GE-Technologie durchgeflihrt werden. Als zusétzliche Sicherheitsfunktionalitat soll
eine Content-Filtering/Web-Proxy-Lésung realisiert werden. Der authentifizierte
Netzzugang mittels 802.1X soll groRflachig zum Einsatz kommen. Im Bereich der
Statustuberwachung von Endsystemen (Policy Enforcement, NAC: Network Admission
Control) gibt es derzeit noch keine Realisierung. Es ist beabsichtigt, auch diese
Funktionalitat zukunftig zu implementieren.

4.3.4 Organisatorische MaRnahmen im Rahmen der Netzsicherheit

Die Erarbeitung von Netzstrukturierungs-Konzepten (Definition von Netzzonen) durch
das ZIV gemeinsam mit den Nutzern ist ein wesentlicher organisatorischer Bestandteil
der Netzsicherheit. Mit Hilfe des selbst entwickelten Werkzeugs 1SidoR wurde ein
Sicherheitsaudit gemal BSI Grundschutz Richtlinien durchgefuhrt. Die Anfang 2009



durchgefiihrte Sicherheitsbegehung hatte wichtige Impulse gegeben und soll auch
zukinftig in regelmaRigen Abstanden wiederholt werden.

4.4 House-Keeping: USV-Versorgung, Klimatisierung

USV-Anlagen sind priméar an Standorten eingesetzt, die eine strukturelle Bedeutung fiir
das Netz haben. Es existieren drei grole USV-Anlagen an zwei Hauptnetzstandorten und
einem Serverstandort. Fir die Standorte existiert jeweils eine Netzersatzanlage (NEA,
Dieselpufferung). An einigen Midrange-Standorten existieren USV-Versorgungen, die
erneuert werden missen. An Standorten, an denen ein Stromausfall nur lokale
Auswirkungen hat, ist in der Regel keine USV-Absicherung realisiert. Bei VolP-
Installationen in Geb&uden wird eine USV-Versorgung nicht in jedem Fall realisiert.
Angestrebt wird, zumindest den Midrange- und Distribution-Bereich vollstandig mit
einer USV-Versorgung zu versehen. Weitere USV-Versorgungen einzelner Bereiche
unterliegen einer Einzelfallentscheidung. Ein USV-Versorgungsgrad von ca. 30% wird
angestrebt. Die Spannungsversorgung fir VolP-Telefone und WLAN-Access-Points
erfolgt Gber Power over Ethernet (PoE). Die obigen Ausfuhrungen zur USV-Versorgung
gelten im Grundsatz auch fur die Klimatisierung der LAN-Verteilerrdume.

4.5 Mediennetze, AVM (Audiovisuelle Medien)

Alle installierten medientechnischen Anlagen sind mit LAN Anschliissen ausgestattet
worden. Somit ist gewahrleistet, dass die zukiinftige Vernetzung der medientechnischen
Anlagen Uber das LAN mdglich ist. Zentraler Zugriff auf die Anlagen (mittels eines
aufzusetzenden Managementsystems) erlaubt die Uberpriifung der Funktionen und der
Verfligharkeit der Anlagen. Im Zuge der in den vergangenen Jahren umgesetzten
medientechnischen Konzepte ist in einigen Gebauden die Maglichkeit der Ubertragung
von Veranstaltungen innerhalb des Gebdudes realisiert worden. Eine Abstlitzung der
Ubertragungen aus den einzelnen Horséalen findet z.Zt. nicht standardméRig tber die
LAN Infrastruktur statt. Das zukiinftige Konzept fir die Ubertragung von
Veranstaltungen beinhaltet als Basisinfrastruktur das lokale Netz der WWU. Encoder-
und Decoder-Technologie werden hierflr in den einzelnen Gebauden der WWU bereit
zustellen sein.

4.6 Core Network Services

Folgende CNSs (Core Network Services) werden vom ZIV zentral fiir die WWU und
das UKM betrieben: DNS, DHCP, WINS, RADIUS, NTP. Die fiir den Betrieb dieser
Services notwendige Verwaltung von z.B. Rechnernamen, IP-Adressen und MAC-
Adressen ist mit Hilfe der Netzwerkdatenbank LANbase (vgl. 6.1) vollstandig
zentralisiert. In LANDbase sind u.a. umfassende IPAM-Funktionen (Internet Protocol
Address Management) realisiert. Uber eine Webschnittstelle (sog. NIC_Online) kénnen
die fiur Endsysteme technisch Verantwortlichen Anderungen weitgehend selbst
vornehmen. Die Provisionierung des DNS-, DHCP- und WINS-Services erfolgt aus
LANDbase heraus. Beim zentralen DNS-Service ist dabei die Anbindung an die fur den



Betrieb einer Microsoft Active Directory Infrastruktur notwendigen DNS-Funktionen
gegeben. Der RADIUS-Service wird aus der zentralen Nutzerdatenbank provisioniert.
Die Produktivsysteme aller oben genannten Services werden auf einer nicht
virtualisierten ~ Serverplattform  betrieben. Dabei kommen Linux als
Betriebssystemplattform und Open Source Software zum Einsatz. Da die CNSs (insb.
der DNS-Service) fir den Netzbetrieb von herausragender Bedeutung sind, soll eine
eigene umfassende Uberwachung (Verfiigbarkeit, Datenaktualitat, Datenkonsistenz) fiir
der CNSs realisiert werden.

5 Konvergenz von Tele- und Datenkommunikation

5.1 Darstellung der TK-Infrastruktur

Der TK-Anlagenverbund besteht aus Sopho iS3000 Systemen des Hersteller NEC. 19
Primarmultiplexanschlisse (PRI) an 6 Standorten und ein VolP-Zugang Uber das DFN
(X-WIN Anschluss) sind als Anschaltungen an das offentliche Netz realisiert. Eine
verstarkte Nutzung des X-WIN Anschlusses fur VolP ist geplant. Die hierfur
erforderliche Absicherung durch einen redundanten X-WIN-Anschluss ist gegeben. Die
Anzahl der PRI-Anschlisse soll dadurch halbiert werden, was zu einer deutlichen
Kostenreduzierung fuhrt. Vertragspartner ist in beiden Féllen der DFN-Verein.

5.2 Personal

Anfang des Jahres 2008 wurde die Konvergenz von Tele- und Datenkommunikation an
der WWU organisatorisch vollzogen. Der Bereich Kommunikations- und Medientechnik
der Universitatsverwaltung wurde in das ZIV integriert (hausinterne Bezeichnung:
Fusion). Die betroffenen Mitarbeiterinnen und Mitarbeiter sind zusammen mit lhren
Aufgaben, u.a. Bereitstellung von Telekommunikations- und Vermittlungs- und
Auskunftsdiensten am  Hochschulstandort Minster, sowie Bereitstellung von
audiovisueller ~ Medientechnik ~ fur die WWU, nun in der Abteilung
Kommunikationssysteme des ZIV angesiedelt.

5.3 Gemeinsame Nutzung von Netzinfrastruktur und Werkzeugen

Bereits vor der Fusion gab es zwischen den zuvor organisatorisch getrennten Bereichen
eine enge Zusammenarbeit. So wurde beispielsweise das LWL-Netz gemeinschaftlich
genutzt. Auch die ersten VolP-Installationen wurden bereits vor der Fusion gemeinsam
vorangetrieben. Das im TK-Bereich genutzte hochpaarige Kupferkabelnetz ist
Bestandteil des gemeinsamen Kommunikationsnetzes geworden und stellt eine
betréchtliche Ressource dar. Der Einsatz von DSL-Technologie stellt eine
Komplettierung der Datenuibertragungstechnik des ZIV dar und schiitzt die bereits
getatigten Investitionen in das Kupferkabelnetz der WWU. Die Netzdatenbank LANbase
und das Trouble-Ticket-System (Eigenentwicklung NOCase) werden inzwischen
gemeinschaftlich genutzt.



5.4 Planung der VolP-Migration

An der WWU werden ca. 8.500 konventionelle Telefone betrieben, sodass die Migration
zu VolIP in mehreren Schritten erfolgt. Die Serviceunterstiitzung der TK-Anlage ist
durch den Hersteller bis 2017 gesichert. Dieser Zeitpunkt wird an der WWU fur die
vollstdndige Migration nach VolP angestrebt. Der TK-Anlagenverbund wurde friihzeitig
um VolP-Technologie, nach SIP Standard der IETF, ergdnzt. Diese friihzeitige
Entscheidung stellt einen substantiellen Investitionsschutz dar. Alle wichtigen
Leistungsmerkmale konnen in der gemischten Systemumgebung realisiert werden. Die
Anschaltung weiterer Serverapplikationen an den Verbund geschieht unter der Maxime,
dass offene Schnittstellen und standardisierte Protokolle vorrangig berucksichtigt
werden. SIP-Standard konforme Endgerate kénnen prinzipiell unterstiitzt werden, was
einen hohen Freiheitsgrad bei der Beschaffung und der Marktbeobachtung bedeutet,
wobei jedoch aufgrund der Logistik, der notwendigen Vorhaltung von Endgeréten, sowie
insbesondere der Unterstiitzung von Leistungsmerkmalen, die Uber den SIP Standard
hinausgehen, vorrangig Endgeréte des Hersteller Polycom eingesetzt werden. Zusammen
mit der VolP-Migration soll in 2011 eine flachendeckende Bereitstellung von Unified
Communications-Services realisiert sein.

Die Migrationsstrategie sieht vor, dass bei Neubauten oder Sanierungen VolP als
Technik eingefiihrt wird. Bei einer Teilsanierung wird mdglichst auch eine VolP-
Umstellung der nicht sanierten Bereiche realisiert. LAN-Netzkomponenten sollen tber
redundante Netzteile, Priorisierungsmdglichkeiten und PoE-Funktionalitat fur die
Versorgung der Telefone verfiigen. Die Anbindung der VolP-Telefone an die TK-Units
erfolgt mittels des SIP-Protokolls (iber ISG-Baugruppen (In System Gateway). VolP-
Telefone werden dabei wie fest angeschlossene, registrierte Rechner betrieben. Um eine
angemessene Dienstglite der VVolP-Kommunikation zu realisieren, wurde bislang eine
Uberprovisionierung ohne QualitatseinbuBen vorgenommen. Zukiinftig konnte eine
Priorisierung der VolP-Kommunikation notwendig sein. Ggf. soll dann eine
datenbankgestiitzte Konfiguration dieser Funktionen realisiert werden.

6 Betriebs- und Managementkonzept

6.1 Administration, Dokumentation

Als zentrale Servicestelle fir alle Aspekte der Netzdokumentation und -administration
ist ein NIC (Network Information Center) eingerichtet. Das Hauptwerkzeug fir die
Netzdokumentation und -administration ist die auf einer Oracle-Datenbank basierende,
langjahrige Eigenentwicklung LANbase. LANbase wird dabei nicht nur zur
Dokumentation, sondern auch fur ein breites Spektrum an administrativen Aufgaben
verwendet. LANbase ist gekoppelt an das Produkt EMS (Enterprise Management Suite)
der Firma 3Com. EMS ist ein Workflow Automation Tool (z.B. fir Konfigurations- und
Change-Management von Netzkomponenten). Mit LANbase steht eine Fille von
Funktionalitdten einer CMDB (Configuration Management Database) nach ITIL zur
Verfligung. In LANbase ist u.a. die einheitliche Verwaltung und Administration einer



Vielzahl von netztechnischen Objekten, Systemen und Vorgangen realisiert. Ausziige
aus dem LANbase-Datenbestand stehen mandantenfahig den Systemverantwortlichen
der WWU als User-Self-Care-Portal NIC_online zur Verfligung.

Mit steigender Ausdehnung und Komplexitdt des Netzwerkes werden elaborierte
Werkzeuge zum Betrieb immer wichtiger. Da eine zu LANbase funktional vergleichbare
kommerzielle Losung nicht bekannt ist, wird die bewdahrte Weiterwicklung an LANbase
als effektive und kosteneffiziente Notwendigkeit gesehen. Es sollen hierbei inshesondere
die bereits eingeflihrten mandantenfdhigen User-Self-Care-Funktionen noch weiter
ausgebaut werden.

Als weiteres Netzdokumentationswerkzeug existiert die auf AutoCad basierende
Eigenentwicklung LANcad. Mit LANcad werden Grundrissplane verwaltet und die
topografische Dokumentation wvon Kabeln, Kabeltrassen, Anschlussdosen, etc.
durchgefuhrt. Fur LWL-Strukturplane wird dartber hinaus noch VISIO verwendet.

6.2 Betrieb

Die weitgehende Redundanz im Netzdesign ist eine der wichtigsten MalRnahmen zur
Sicherstellung eines storungsfreien Netzbetriebs. Fir alle wichtigen Gerate bestehen
Wartungsvertrége, die einen Geréteaustauschservice (,,Next Business Day* oder 4h) bei
Defekt, Hotline-Support und vor Ort-Support bei technischen Problemen und den
Zugriff auf die neuesten Softwareversionen fur die Gerate beinhalten. Dariiber hinaus
wird fir alle wichtigen Netzkomponenten eine eigene Ersatzteilhaltung durchgefiihrt. In
Fallen in denen eine Ersatzteilhaltung aufgrund der Kosten unangemessen ist, wird durch
Wartungsvertrage ein Hardwaretauch innerhalb 4 Stunden gewahrleistet. Damit kann bei
einem Geréteausfall schnellstmdglich ein Austausch vorgenommen werden. Die
Ersatzgerate werden auferdem flr Testzwecke verwendet. Als wesentliche
Betriebswerkzeuge werden eingesetzt:

e LANDbase (CMDB, siehe 6.1)

e Konfigurations- und Anderungsmanagement: 3Com EMS

e Netzilberwachung: CA SPECTRUM

e Trouble Ticket-System: in LANbase integrierte Eigenentwicklung NOCase
e Diverse Test- und Messgeréte, sowie Protokollanalysatoren

Als zentrale Einheit fir den Betrieb des Datennetzes ist ein Network Operating Center
(NOC) eingerichtet, in dem u.a. folgende Aufgaben angesiedelt sind: Annahme von
Storungsmeldungen, Netziberwachung und  Entstérung, Konfigurations- und
Anderungsmanagement. Um fiir den NOC-Service einen méglichst hohen Service-Level
zu gewdbhrleisten, sind eine Reihe von MalRnahmen umgesetzt worden:

e Erreichbarkeit tiber Telefon-Hotline, E-Mail, Web-Formular



e Personelle Zuordnung per Dienstplan flr einen Prasenzdienst mit garantierter
Erreichbarkeit wahrend der Service-Zeiten: Mo — Fr, 8:00 — 16:30 Uhr fur die
Stérungsbehebung

e separate Raumlichkeiten fur Prasenzdienst

e aulerhalb der 0.g. Zeiten doppelte Rufbereitschaft (First- und Second-Level-
Support)

Im Jahr 2009 wurden hier 6.327 Trouble Tickets (WWU und UKM) bearbeitet. Dabei
handelte es sich zu 33,2% um Stérungen, zu 54,2% um Anderungswinsche und zu 6,3%
um Beratungsfélle.

Im TK-Bereich besteht ein Serviceunterstiitzungsvertrag, ber den im Bedarfsfall Zugriff
auf den Support des Herstellers besteht. In den Bereichen TK und AVM st die
Erreichbarkeit Uber Telefon-Hotline, E-Mail und Online-Formulare werktags in der Zeit
von 7:30-16:00 Uhr gegeben. AuRerhalb dieser Zeiten besteht eine Rufbereitschaft fur
die Beseitigung von Stoérungen Uber die TK-Mitarbeiter. Fur das Management der TK-
Infrastruktur (inkl. VolP) soll eine Lésung mit umfangreichen User-Self-Care-
Funktionen implementiert werden.

6.3 Netziiberwachung

Firr die Uberwachung samtlicher 1P-basierten Komponenten des Kommunikationsnetzes
wird das Produkt CA SPECTRUM eingesetzt. Dies umfasst derzeit die eigentlichen
Netzwerkkomponenten (z.B. Router, Switches, ...), Infrastrukturkomponenten (z.B.
USVs) und die CNS-Server. SPECTRUM wird routineméBig im Rahmen der
Betriebstiberwachung durch das NOC genutzt. Eine Anbindung an das eingesetzte
Trouble-Ticket-System NOCase ist realisiert. Um ein zeitnahes Einpflegen von
Anderungen im Netz zu gewahrleisten ist die regelméRige Pflege des mit SPECTRUM
zu Uberwachenden Geréatebestandes in die internen Betriebsablaufe integriert. Die zu
uberwachenden Technologien sollen stetig erweitern werden (z.B. Routing-Protokolle,
Virtualisierung). AuBerdem ist ein umfassendes Netzreporting fur ein effektives
proaktives Ressourcenmanagement geplant. Im ZIV wird begonnen mit den nutzenden
Einrichtungen (UKM, Fachbereiche, Verwaltung) verbindliche Dienstqualitdten und -
quantitaten zu verabreden und somit die Verlasslichkeit des Netzbetriebes zu regeln und
fiir den Nutzer transparent zu machen. Daher ist auch ein Kundenportal fur den Zugang
zu Netzwerkiiberwachungsinformationen (Service-Uberwachung) in der Planung.



