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Summary 

In everyday perception we automatically draw structure out of the continuous stream of 

information that we encounter. Chunked into events, we can process these units of experience 

offering the structure for memory and prediction. Event perception is a fundamental cognitive 

process shaping our experience. The mechanisms underlying the detection of boundaries 

between events continue to be a central focus in cognitive (neuro)science. While previous 

studies mainly concentrated on participants’ behavioral event annotations, little is known about 

the objective stimulus features driving the segmentation behavior. To address this, the current 

thesis employed computer vision methods extracting stimulus characteristics to derive 

objective event boundaries as well as action categories. The aim was to examine objective event 

boundaries, their value for understanding subjective event boundaries and the neural 

underpinnings of both. Object-related action associations were considered as a modulating 

factor. In addition, the neural representation of objective and subjective action categories was 

investigated. 

For this purpose, two experiments, each consisting of three sessions, were conducted. 

In the first session, participants passively observed short videos of object-directed actions 

during the MRI scan, to segment these manually in the second and third experimental session 

(test-retest). Subsequently, the participants performed a multi-arrangement task in which they 

spatially organized actions according to their similarity. In the first experiment, the actions were 

directed at commonplace items (e.g., a calculator, a cup, or a piggy bank) while in the second 

experiment, formed pieces of dough were manipulated. The actions remained the same over 

experiments, as well as the experimental tasks and procedures, but the manipulated items 

varied in the strength of object-action associations. For the analyses, subjective event 

boundaries were determined on group level based on consistent individual segmentations and 

objective event boundaries were extracted by computer vision algorithms. To derive the latter, 
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relational changes between objects in the form of touchings and untouchings between hands, 

objects, and the ground were determined and coded as a sequence to describe the 

corresponding action category. These (un)touching sequences have proven highly useful for 

robots to recognize human actions and execute these actions itself. Therefore, they were 

considered relevant objective event boundary candidates, to which human event structure 

processing could also relate.  

Study I used the fMRI and behavioral segmentation data of the first experiment to 

investigate whether (un)touchings are a meaningful supplement or reference point to subjective 

event boundaries and how they contribute to understanding neural event structure processing in 

object-directed action observation. Both subjective and objective event boundaries showed 

definable underlying neural activation patterns, and the temporal co-occurrence of the 

boundaries suggested a key role of objective boundaries for identifying events’ limits.  

Based on the data of both experiments, Study II investigated the modulating effect of 

object-action associations on the segmentation behavior and the neural processing at 

subjective and objective event boundaries. The results confirmed objective boundaries to be 

meaningful anchor points for subjective boundaries with behavioral annotations being even 

closer to objective boundaries when object-associated knowledge was limited. Furthermore, 

they revealed a significant effect of association strength on underlying brain processing. At 

untouchings, limited object-action associations were accompanied by increased biological 

motion processing and strong associations, in contrast, by increased contextual information 

processing. At the same time, activity in the anterior inferior parietal lobule (aIPL) increased for 

weak object-action associations which was interpreted as mirroring an unrestricted number of 

candidate actions for predicting the unfolding action.  

Finally, Study III used a representational similarity analysis of the fMRI data from both 

experiments to investigate whether objective action categories are represented in the neural 
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processing patterns and whether they are related to subjective action spaces derived from the 

multi-arrangement task. Subjective action categories were associated with a broad bilateral 

network while objective action categories were selectively associated with the representational 

profile of the aIPL. A significant relationship between the two action spaces emerged only when 

object information was limited.  

Collectively, these findings indicate that objective event boundaries are a meaningful 

addition to subjective boundaries in understanding the processing of object-directed actions. 

They provide objective anchor points for segmenting actions behaviorally and aid in 

disentangling the neural signatures of event structure. Concerning the neural profiles across 

experiments, subjective event boundaries were mainly motion-driven and low-level visual 

inspection of the scene intensified at points of touching. Remarkably, the points of untouching 

were revealed to be important for attentional recalibration, memory encoding and predicting the 

upcoming action step. Furthermore, it was at this exact point that the strength of object-action 

associations became evident. Thus, the points of untouching appear to play a significant role. 

The current work further elaborated on the role of the aIPL in action observation. The aIPL is 

suggested to serve a critical function in predicting object-related actions based on object-

associated action knowledge and in representing objective action categories. 

This thesis offers a new perspective on event structure perception through objective, 

stimulus-derived event boundaries and action categories. The results suggest important 

implications for neurorehabilitation settings as they could help optimize training protocols. 

Similarly, the results could inform the development of robotic systems that support patients 

with motor impairments and enhance human-robot cooperation. This thesis lays the 

groundwork for more detailed investigations into neural event structure processing, with the aim 

of ultimately understanding this core capacity that fundamentally shapes our experience. 
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1 Theoretical and Empirical Background 

As we go about our daily lives, we constantly perceive the world through our senses, with 

a continuous flow of information coming our way. Still, when we are asked to report what we 

experienced on any given day, we usually report integrated and coherent but discrete episodes. 

Thus, the continuous information has been chunked into meaningful units. These units of 

experience (Yates et al., 2023), that have been termed “events”, caught a lot of scientific 

attention during the last decades. The resulting field of event perception research has grown 

significantly (e.g., Bailey & Smith, 2024; Dubrow, 2024; Radvansky & Zacks, 2011, 2017; Zacks, 

2020). It investigates event perception over the lifespan (e.g., Zacks et al., 2006; Zheng et al., 

2020) and of various perceptual input formats (e.g., sequences of images: DuBrow & Davachi, 

2016; story listening: Kumar et al., 2023; auditory event sounds: Ogg & Slevc, 2019; story 

reading: Pettijohn & Radvansky, 2016; action videos: Pomp et al., 2021). The study of event 

representation has typically addressed either the events’ properties or the characteristics of 

their “boundaries” (i.e., the point when one event ends and the subsequent event begins; Yates 

et al., 2023). Alongside various approaches, cognitive (neuro)scientists consult action 

observation to understand event boundaries in detail.  

When we observe someone performing an action, we perceive the action as a 

continuous flow of movements. For instance, when someone prepares their breakfast, we see 

an action unfolding and we can, when asked for, divide the continuous action into distinct 

meaningful units (i.e., events) and identify these segments or action phases (e.g., preparing a 

sandwich, making coffee, etc.). Naturally, we can even do this at different levels of coarseness. 

For instance, we can recognize the steps of preparing a sandwich as: taking a loaf of bread, 

buttering it, and placing a slice of cheese on it; or zoom in further describing the action steps on 

a more detailed level (e.g., dividing only taking a loaf of bread into distinct segments). This 

subjective segmentation of observed actions is one focus of action observation research and 
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intends to understand the perception, processing and storage of sequences of events. One 

approach to obtain subjective action segments is to ask action observers to indicate action 

steps by button press during observation. This procedure revealed an intra-individually highly 

consistent segmentation behavior (Newtson, 1973; Newtson & Engquist, 1976; Zacks, Tversky, 

et al., 2001). In fact, event segmentation has been shown to be an automatic part of ongoing 

perceptual processing (Yates et al., 2022; Zacks & Swallow, 2007) and splits continuous input 

into distinct units or events that are separated by boundaries. 

The traditional approach of asking action observers to indicate action steps requires 

individuals to consciously decide on boundaries (i.e., when to press a button). Thus, this kind of 

event boundary detection invariably includes an explicit filter. We know from other research 

areas that we do not necessarily have access to the information that matters for the observer’s 

brain to make sense of the world around it. For example, the phenomenon of implicit learning 

shows that we extract regularities of the world without a clear awareness of what we know 

(Perruchet & Pacton, 2006; Williams, 2020; for a review see Stadler & Frensch, 1998). Several 

studies have shown that people are able to implicitly learn the statistical structure that 

underlies incoming stimulus streams of observed actions (e.g., Ahlheim et al., 2014; Swallow & 

Zacks, 2008). When explicitly asked about it, participants are unable to report the learned 

structure. Hence, subjective report does not necessarily reveal underlying perceptual 

processes. Derived from this, it can be assumed that there could be regularities in an observed 

action that mark meaningful event boundaries to the observer’s brain but have no relevance on 

the conscious level. Therefore, the current work distinguishes between observer-labeled event 

boundaries and stimulus-derived event boundaries and considers both as worth investigating to 

understand the perception of event structure and underlying neural processes.  

Stimulus-based event boundaries can take various forms. Remarkably, regarding the 

segmentation of narrative events, a computational approach using a large language model 
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(GPT-3) was recently able to roughly reproduce human event annotations (Michelmann et al., 

2025). The model proved to be closer to average behavioral annotations than individual human 

annotators were. The authors suggest GPT-3 to provide a reasonable solution for automated 

event annotations. In an intriguing way, this specific case of event boundary detection is neither 

what I consider observer-labeled nor what I consider stimulus-derived. The former is obvious, 

whereas the latter requires further consideration. In fact, the model-detected event boundaries 

are not inherent to the stimulus alone as the large language model is needed to evaluate the 

narrative in the context of written human language.  

In this work, the term “stimulus-derived event boundaries” is used in a specific sense, 

referring to event boundaries that are independent of an observer’s decision or perception and 

can be extracted from the stimulus per se. They are objective in nature. They allow, inter alia, a 

high level of between-subject comparability for neuroscientific investigations as the perceptual 

input at boundaries is constant across participants1. In addition, from a multidisciplinary 

perspective, this kind of event boundary is of growing interest to computer vision and artificial 

intelligence (AI) for visual event detection. The task of identifying events in visual data is used in 

automated systems to analyze action sequences, such as in video surveillance systems (for a 

review see Jebur et al., 2023), autonomous driving (for a review see Xiao et al., 2023), video 

analytics (e.g., Canel et al., 2019) and sports broadcasting (e.g., Xu et al., 2006). The term 

“observer-labeled event boundaries”, in contrast, refers to the subjective unit annotations made 

by the participants during the observation of an action.  

In cognitive neuroscience, event perception is not merely a perceptual function – it is the 

core mechanism through which the brain constructs reality, providing the temporal scaffolding 

for memory and prediction. This thesis seeks to advance our understanding of event perception 

and to establish objective anchor points for the segmentation of events. To this end, the present 

 
1 If individual differences in attention processes are disregarded. 
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work focuses on subjective (i.e., observer-labeled) and objective (i.e., stimulus-derived) event 

boundaries in action observation and their neural processing. Furthermore, the scope of this 

work extends to the representation of the action categories that can be determined both 

subjectively (i.e., based on participants’ ratings) and objectively (i.e., based on computer vision). 

To complement these, object-action associations are examined as a modulating factor. This 

factor is explained in more detail below. The following sections will provide an overview of visual 

action perception, including events and predictive processing, and examine the underlying 

neural processes. In addition, computational action representation in neuroscience will be 

addressed.

 

1.1 Actions and Action Perception 

 Action observation research encompasses a broad spectrum of actions that are 

investigated. Within the field, these actions can largely be divided into whole body movements 

(e.g., swimming, walking) and hand movements, while some studies also show movements of 

the feet or face (cf. Caspers et al., 2010). Dima et al. (2024) recently demonstrated that 

partcipants’ similarity judgments reflected a shared organization of actions across videos and 

sentences. This organization was mainly determined by the target of the action (i.e., whether the 

action was directed towards an object, another person, or the self) which validates the 

distinction between actions suggested by the field. In addition to the type of action, the context 

in which an action is presented varies considerably across studies. It ranges from tightly 

controlled, purpose-designed stimuli to more naturalistic cinematic content, and extending 

further to immersive virtual environments (Pooja et al., 2024).  
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1.1.1 Object-directed Actions 

Hand actions can be divided into transitive actions, which are directed towards objects 

in the peripersonal space (e.g., grasping a cup), and intransitive actions, which do not involve an 

object (e.g., waving a hand). Transitive actions are also termed “object-directed” (in contrast to 

“object-unrelated”). They are the focus of this thesis. The most important (i.e., primary) sources 

of information in object-directed actions are the movements and the objects involved (Wurm & 

Schubotz, 2017). Concerning the latter, the familiarity of an object is a crucial factor. Everyday 

objects that are familiar to us are strongly associated with actions that we typically perform with 

them, and this knowledge modulates our expectations regarding the upcoming action (El-

Sourani et al., 2018, 2019; Hrkać et al., 2015; Kalénine et al., 2016; Schiffer et al., 2012; 

Schubotz et al., 2014; Schubotz, 2015). In the same way, potential interactions between objects 

(if multiple objects are present) shape action perception as they have been shown to be 

extracted automatically and directly (S. Xu & Heinke, 2017). The effect of the implied actions 

between objects can selectively be reduced using online repetitive transcranial magnetic 

stimulation (rTMS; S. Xu et al., 2017). Consequently, it is likely that object-associated action 

knowledge modulates event structure perception. Its modulating effect on action segmentation 

and prediction is one of the main aspects investigated in this thesis.  

1.1.2 Events and Their Boundaries 

Observing behaviors that unfold over time and segmenting these actions into separate 

events raises the question of how those events can be defined. An event may be thought of as a 

distinct unit of individual experience, which organizes continuous perceptual input into mental 

units that we can label, remember and search for in memory. Some authors suggest that events 

are temporal building blocks used by our cognitive system, just as objects are spatial building 

blocks (see e.g., Tversky et al., 2004). There is, however, no consensus in cognitive 

(neuro)science or psychology on what events are and what they are not (Reilly et al., 2025; Yates 



1.1 Actions and Action Perception 
 

 
10 

 

et al., 2023). Nevertheless, event perception is the focus of various research fields and within 

this research area, event segmentation drew attention to the boundaries between events (for a 

review see Zacks, 2020) which are central to this work. Event segmentation paradigms serve the 

purpose of finding these event boundaries in the continuous stream of sensory input.  

More than 50 years ago, using the unit-marking procedure (i.e., an event segmentation 

paradigm) in several behavioral studies, Newtson and colleagues demonstrated that action 

observers exhibit an inter-individually variable, but intra-individually highly consistent 

segmentation behavior when asked to indicate action steps (Newtson, 1973; Newtson & 

Engquist, 1976). The unit-marking procedure comprises that participants watch an action video 

and press a button whenever they think one unit ends and another one begins. It is still today a 

valuable tool to study how individuals perceive and segment actions into discrete units while 

variants emerged that use not only videos and movies but also slideshows and reading of or 

listening to stories (Sargent et al., 2015; for a review see Zacks, 2020). Subsequent research 

revealed that marked action segments resist interruptions (Newtson & Engquist, 1976), missing 

content (Kosie & Baldwin, 2019) and perspective shifts (Swallow et al., 2018). Furthermore, 

action stream breakpoints or event boundaries receive increased attention (Hard et al., 2011), 

are better recognized than other intervals (Pradhan & Kumar, 2022; Swallow et al., 2009), and at 

boundaries observers are less likely to mind-wander (Faber et al., 2018). Action representations 

are structured by event boundaries that drive also memory (Ezzyat & Davachi, 2011, 2021; Kurby 

& Zacks, 2008; Pettijohn et al., 2016; Pradhan & Kumar, 2022; Swallow et al., 2009; Zacks, Speer, 

et al., 2006) and planning (Zacks et al., 2011) while an attentional focus on individual situational 

dimensions (as e.g., spatial information) can influence boundary marking (H. R. Bailey et al., 

2017; De Soares et al., 2024). A recent work by Sasmita and Swallow (2023) investigated the 

stability of event boundary agreement within and across groups and demonstrated the reliability 

of segmentation performance in different experimental setups and sample sizes.  



1.1 Actions and Action Perception 
 

 
 11  
 

In addition to subjective, observer-labeled event boundaries, some approaches 

determined objective, data-driven features that relate to event boundaries. For instance, event 

structures were extracted from movement parameters (Zacks et al., 2009), and participant-

judged boundaries were associated with bursts of change in movement features (Hard et al., 

2006). Furthermore, stimulus characteristics as the statistical structure can play a role as an 

objective reference in human action segmentation (Baldwin et al., 2008). These approaches 

have in common that they aim to ground subjective boundary annotations in objective stimulus 

features. Magliano and Zacks (2011), in contrast, used another method to study how people 

perceive the structure of events and investigated the impact of continuity editing2 in narrative 

film’s segmentation. Watching narrative films is a special variant of action observation as 

perspectives, locations and agents constantly change and thus the flow of information across 

shots often shows little similarity to the perceptual input when we observe the real world 

(Cutting, 2005). Nevertheless, it offers important insights as the study by Magliano and Zacks 

(2011), for instance, clearly indicated that discontinuity of action was the strongest predictor for 

a behavioral event boundary, compared to spatial-temporal changes. Brain activation patterns 

at action discontinuities particularly showed decreased activity at posterior temporal, inferior 

and superior parietal and dorsal premotor cortex along with increased activation in lateral 

occipital regions. The reductions in activity were interpreted as attention-driven down-regulation 

of processing to wait until the parameters of the new scene were established. Hence, Magliano 

and Zacks (2011) investigated points of discontinuity as objective event boundary candidates. 

However, this approach is not applicable to the segmentation of uncut video material that is 

supposed to mimic real world action observation.  

 
2 Continuity editing is used by filmmakers to evoke a sense of situational (dis)continuity at editing 
boundaries.  
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1.1.3 Predictive Action Processing 

The framework of predictive coding suggests that the brain constantly generates 

predictions about sensory input and updates those predictions based on the incoming sensory 

information. While analogous concepts have been introduced earlier, the currently known 

concept of predictive coding has been mainly shaped by a few influential works (Clark, 2013; 

Friston, 2005, 2010; Hohwy, 2013; Rao & Ballard, 1999). Research from various fields continues 

to expand the reach of this theoretical framework. In contrast to most preceding theories of 

brain function, the idea is that the brain does not passively receive information but actively 

predicts the sensory environment. When the incoming information does not match the 

generated prediction, a prediction error arises, and the internal model gets updated to improve 

future predictions. This process unfolds across multiple hierarchical levels, so that predictions 

are passed on top-down and prediction errors are passed on bottom-up. Transmitting only the 

unpredicted portion of a sensation is metabolically efficient. Importantly, grasping the brain as a 

prediction machine is not only about perception but also about action as active inference 

(Clark, 2013; Friston, 2010; Hohwy, 2013). This means that actions can be initiated to actively 

generate the predicted sensations. Furthermore, Clark (2024) recently elaborated about hacking 

our own predictive brain to better serve our needs, which shows that the framework of predictive 

processing is consistently widening.  

Regarding action prediction, the predictive coding framework suggests that the brain 

anticipates the consequences of our own actions. Thus, the brain predicts the sensory input 

that comes in when we act on the world. This includes proprioception as well as tactile 

perception when we touch something, visual perception when we see our action, auditory 

perception when our action produces a sound, olfactory perception when we expect to smell 

something (e.g., because we grasp a fragrant flower and move it closer to our nose), or gustatory 

perception. This is essential to plan and execute movements and informs online action 
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coordination. Kilner et al. (2007) combined the predictive coding account with action 

observation research to explain the inference of intentions when making sense of others’ 

actions. He proposed that the ability to understand observed action at the abstract level of 

intentions is encoded in middle temporal and inferior frontal brain regions that predict the most 

probable intentions and goals of the observed action (Kilner, 2011).  

Relating the predictive coding framework to event boundaries, Reynolds et al. (2007) ran 

simulations to demonstrate that a system can accurately identify event boundaries based on 

prediction error increases. Zacks (2020) elaborated the fact that there is a close temporal 

relationship between event segmentations and moments of low predictability. Observers were 

more likely to identify event boundaries as the course of an action became more unpredictable, 

and those boundaries were related to enhanced memory and a reduced ability to predict the 

upcoming event (Huff et al., 2014). Event boundaries corresponded to the point in time where it 

was more difficult for participants to predict the near future (Zacks et al., 2011) so that 

participants made better predictions within an event than across event boundaries. 

Furthermore, predictive eye movements are less prevalent around event boundaries (Eisenberg 

et al., 2018) suggesting that prediction is vague at this point. These findings suggest that 

predictability is high during an event and low at event boundaries. Said differently, prediction 

error is low during events and increases at event boundaries. The increased prediction error at 

event boundaries then triggers internal model updates (Zacks, 2020). The fundamental 

assumptions of this approach were formulated in the event segmentation theory (Zacks et al., 

2007). It assumes that people construct and maintain representations of the currently unfolding 

action and predict what will happen next on basis of sensory cues and knowledge structures. 

Transient errors in the predictions result in the perception of an event boundary. Applied to the 

example from the beginning of someone preparing their breakfast: after placing a slice of cheese 

on a loaf of bread to prepare the sandwich, it becomes less predictable what will happen next as 

several upcoming action steps are possible; the person may take a bite or cut the sandwich in 
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halves (or do something completely different). The incoming sensory information is used to 

identify which of the typically expected actions will occur, and the internal model is updated 

accordingly. There is abundant evidence of empirical findings that are compatible with 

predictive approaches of action observation (e.g., Cerliani et al., 2022; Kemmerer, 2021; Keysers 

et al., 2024; Urgen & Saygin, 2020; Zentgraf et al., 2011) and event boundary perception (e.g., 

Ezzyat & Davachi, 2021; Reagh et al., 2020; Schubotz et al., 2012).  

 At the same time, there are empirical findings regarding event boundaries that are 

difficult to reconcile with the predictive coding framework (Yates et al., 2023) and likewise for 

action observation (Kemmerer, 2021). Alternative theories of event segmentation rely on 

inferences about what generates an experience so that an event boundary occurs when the 

inference changes (e.g., Shin & DuBrow, 2021). This allows boundaries to occur independently 

of perceptual change or low predictability. In addition, Franklin et al. (2020) designed a 

probabilistic reasoning model to demonstrate that it can produce human-like segmentations of 

naturalistic data and that its principles are sufficient to explain a wide range of empirical 

findings. This is an example of computer science modeling human abilities to illustrate which 

principles may be sufficient, bringing us closer to understanding how event structures could be 

built and how boundaries could be perceived. However, it remains unresolved which theory 

provides a more accurate representation of the mechanisms in the brain.  

 

1.2 Neural Action Processing 

Functional imaging studies revealed remarkable findings about the neural processing of 

observed actions. This section describes the neural action observation network as well as the 

neural signatures of event boundaries and action categories.  
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1.2.1 The Action Observation Network 

Over the last two decades, many neuroimaging studies have assessed the human brain 

networks underlying action observation (for meta-analyses see Caspers et al., 2010; Hardwick 

et al., 2018) and its development over the lifespan (Biagi et al., 2016; Lesourd et al., 2023; 

Morales et al., 2019; Sacheli et al., 2023). The increasing interest in neuroscientific research on 

action observation can largely be attributed to the discovery of mirror neurons in nonhuman 

primates. This unique class of neurons responds both during the execution of an action and the 

observation of someone else performing this action. Mirror neurons were first discovered in 

macaque area F5 (Di Pellegrino et al., 1992; Rizzolatti et al., 1996) which is the putative 

homologue of the human premotor cortex. Thereafter, mirror neurons were also found in 

macaque rostral inferior parietal lobule, which is the putative correspondence to the human 

anterior inferior parietal lobule (Fogassi et al., 2005).  

For ethical and practical reasons, single-cell recordings are not conducted in healthy 

humans, so noninvasive brain imaging techniques were used to study human action 

observation. The emerging human action observation network has been found to expand the 

above-mentioned regions and includes the premotor, parietal and temporo-occipital cortex 

(Caspers et al., 2010; Gazzola & Keysers, 2009; Hardwick et al., 2018; Kilner, 2011; Lesourd et 

al., 2023). It has been investigated using various tasks and paradigms which differ, for instance, 

in terms of the effectors (e.g., hand, foot, or face), instructions (e.g., passive observation or 

observation to imitate) and the involvement of an object (transitive versus intransitive actions) 

(Caspers et al., 2010; Hardwick et al., 2018). Given the thesis’s focus, the next sections review 

neuroscientific paradigms of action observation that specifically address action segmentation 

and categorization. 
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1.2.2 Neural Signatures of Event Boundaries 

Neuroimaging studies employed functional magnetic resonance imaging (fMRI) to 

investigate the neural signature of behaviorally determined event boundaries compared to non-

boundary points. Subcortically, increased activity was observed in the hippocampus (Ben-Yakov 

& Henson, 2018; Reagh et al., 2020) as well as in the adjacent parahippocampal cortex (Ben-

Yakov & Henson, 2018; Reagh et al., 2020; Schubotz et al., 2012). On the cortical level, various 

regions were also activated at event boundaries, such as the angular gyrus, the visual cortex, the 

precuneus, the temporoparietal and the occipitotemporal junction, the superior temporal 

sulcus, posterior medial regions and the superior frontal sulcus (Ben-Yakov & Henson, 2018; 

Betti et al., 2013; Ezzyat & Davachi, 2011; Reagh et al., 2020; Schubotz et al., 2012; Speer et al., 

2003; Zacks et al., 2011; Zacks, Braver, et al., 2001). Evidence regarding the role of these regions 

in event detection is mixed, with varying degrees of clarity.  

Boundary-evoked hippocampal activation has been associated with memory 

performance (Reagh et al., 2020) and it has been suggested that the increased hippocampal 

activity could reflect the registration of the preceding event to long-term memory (Ben-Yakov & 

Henson, 2018). This is in line with the idea that an event boundary segregates the immediate 

present (that is active in working memory) from preceding events (that are registered in long-

term memory) so that the experience of event structure shapes the memory content (Ezzyat & 

Davachi, 2011; Zacks, 2020). For the cortical activation pattern, the indications are less clear. 

Angular gyrus activation and superior frontal sulcus activation have been functionally 

interpreted as engaging spatial attention, and parahippocampal activation as being associated 

with long-term memory retrieval (Schubotz et al., 2012). At the same time, cortical activation 

patterns were frequently interpreted referring to their functional or structural affiliation to the 

hippocampus (Reagh et al., 2020; Schubotz et al., 2012). Increased activation in the lateral 

occipitotemporal region were mostly related to motion sensitive areas processing movement 
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features at event boundaries (Speer et al., 2003; Zacks, Braver, et al., 2001; Zacks, Swallow, et 

al., 2006).  

Furthermore, functional connectivity analyses revealed that the interactions between 

the hippocampus and the posterior medial network (i.e., a default mode subnetwork consisting 

of the posterior cingulate cortex, the retrosplenial cortex, and the angular gyrus) at event 

boundary encoding was associated to subsequent successful event recall and the amount of 

recalled detail after a delay (Barnett et al., 2024). A recent study showed that multivoxel patterns 

of past events are reactivated at event boundaries modulated by the similarity of their semantic 

content, which was demonstrated in the hippocampus, medial temporal lobes and posterior 

medial cortex (Hahamy et al., 2023). Thinking one step ahead, a novel method modeled 

neuroimaging data directly with a dynamic event segmentation model. In this data-driven 

approach, Baldassano et al. (2017) discovered brain activation patterns that were associated 

with the event structure in narrative stimuli and a nested hierarchy from short to long events. 

Here again, the angular gyrus, the posterior medial cortex, the parahippocampal cortex and the 

hippocampus played a crucial role. In a similar manner, Yates et al. (2022) applied a 

computational model to brain activation patterns of infants to identify event signatures. They 

revealed that infants, in contrast to adults, segment fewer, longer events across the cortical 

hierarchy. In sum, an emerging body of imaging evidence starts to shed light on the neural 

processing of event boundaries. 

1.2.3 Neural Activation Patterns Associated with Action Categories 

 Understanding how the brain organizes and differentiates between various types of 

knowledge is a key challenge in cognitive neuroscience. Prior studies have shown that different 

semantic categories elicit distinct patterns of neural activation across cortical regions (see e.g., 

Binder et al., 2009; Malone et al., 2016). To investigate neural activation patterns underlying 

action spaces, the way of categorization is central. Most studies from the last decade use pre-
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determined stimulus taxonomies and behaviorally determined similarity spaces to capture 

different representational geometries that are compared to neural representational patterns 

from multivoxel pattern analyses. In general, clear methodological parallels are recognizable 

from the domain of object recognition (Lingnau & Downing, 2024). Prior to the widespread 

adoption of multivoxel pattern analyses, imaging studies used univariate contrasts to explore 

the representation of semantic spaces. For instance, the meta-analysis by Binder et al. (2009), 

that reviewed the representation of semantic word processing, yielded distinct semantic 

subsystems and localized action knowledge in left supramarginal gyrus (SMG) and posterior 

middle temporal gyrus (pMTG). The stimulus format is critical here as Wurm and Caramazza 

(2019) showed action representation to differ across vision and language. They revealed that 

frontoparietal areas discriminated observed action scenes and corresponding written 

sentences, but the decoded representations were overlapping and not generalized across 

stimulus types. The left lateral posterior temporal cortex, in contrast, encoded generalized 

action representations. Furthermore, Wurm et al. (2017) identified neural representations of 

actions to be organized along sociality (i.e., nonsocial vs. social) and transitivity (i.e., object-

unrelated vs. object-related) in bilateral lateral occipitotemporal cortex (LOTC). Additionally, 

they suggested a posterior-anterior gradient in LOTC from concrete to abstract action features. 

Regarding different abstraction levels, another study by this workgroup demonstrated the 

inferior parietal and occipitotemporal cortex to code actions at abstract levels and the premotor 

cortex to code actions at the concrete level only (Wurm & Lingnau, 2015).  

The functional role of the parietal cortex in action observation has further been 

differentiated from the occipito-temporal and premotor cortex. The discriminability between 

action classes was higher in the parietal cortex, suggesting that action identity is coded in this 

region (Urgen & Orban, 2021). To summarize, the regions that are generally counted as part of 

the action observation network are involved in the representation of action spaces to varying 

degrees and various dimensions have been described to organize actions and their neural 
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representation. Currently, many outstanding questions are actively addressed in the field to 

broaden our understanding of neural action representation. 

1.3 Computational Models of Action Representation in Neuroscience 

Action recognition is important for computer vision since applications like visual 

surveillance, autonomous driving, human-robot interaction, augmented entertainment and 

video retrieval are of constantly growing interest and the availability of big data opens up new 

opportunities. In computer science, action recognition has been extensively investigated in the 

last decades such that great successes have been achieved in after-the-fact action recognition 

(i.e., recognition after observing the entire action execution) and, recently, even action 

prediction (i.e., recognition before action execution is completed) is being pursued (for a review 

see Kong & Fu, 2022). There are two main challenges in vision-based action recognition, that is, 

action representation and action classification (Kong & Fu, 2022). Remarkably, there is 

significant potential for cooperation between computer vision and cognitive neuroscience, 

making their integration highly valuable for advancing our understanding of visual processing. 

Modeling brain activation data with objectively and automatically determined stimulus 

characteristics is just one example illustrating the unique avenue that computer vision provides. 

The following sections describe how this thesis employed computer vision methods to explore a 

neuroscientific research question.  

1.3.1 Actions Represented as Touching Relations Between Objects 

One advantage of computer vision is that it can extract the static and dynamic 

characteristics of stimuli objectively and automatically. To represent an action based on these, 

very different approaches exist, and some approaches concentrate on objects and their 

relationship. For instance, Ji et al. (2020) represent actions in spatio-temporal scene graphs that 

code the objects and their relative spatial position (e.g., person – sitting on – sofa). This 
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representation is substantially reduced, and further simplification is possible. The method 

implemented in the present work represents object manipulations by coding the spatial contact 

between surfaces (e.g., object one – touching – object two). It constructs a dynamic graph 

sequence from continuously tracked RGB-D sensor data of action videos (Aksoy et al., 2011; 

Worgotter et al., 2013). In these graphs, objects build the nodes, and a touching relation is 

represented by an edge. Topological transitions of such a graph occur whenever objects touch or 

un-touch and are stored in a transition matrix called the semantic event chain (SEC). 

Remarkably, this account is model-free and strictly stimulus-driven: It does not distinguish 

between hands, objects, or the ground, nor does it require any functional or semantic 

knowledge about objects as it does not identify them. 

Therefore, in the SEC approach, an action representation consists only of touchings (Ts) 

and untouchings (Us) between objects which are numbered consecutively by appearance. 

These points of touching and untouching (TUs, hereafter) were chosen as objective event 

boundary candidates in the current thesis to investigate event structure perception. Wörgötter et 

al. (2013) showed that computer vision using the SEC approach was able to distinguish between 

30 different one-handed object manipulations typical of everyday life. Thus, this approach can 

represent object-directed actions, and we chose from these actions to build the stimulus 

material for the current work. To be precise, the TU sequence representation of an action 

provides its action category while the action kinematics further differentiate actions that share 

the same TU sequence.  

To give an example, turning an object and pushing an object on a table both share the 

same TU sequence. Formulated in detail this is, the hand untouches the ground surface, the 

hand touches the object, the object is either turned or pushed, the hand detaches from the 

object and touches the ground surface to rest. The corresponding TU sequence reads U-T-U-T, 

while we simplified the SEC matrix and did not give the corresponding objects here. Actions that 
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can be represented by this specific TU sequence belong to the action category termed 

“rearrange” and differ from other action categories like, for instance, “break” that in turn 

includes actions like ripping-off and uncovering by picking and placing. Please note that the 

terminology of the action categories was adopted interdisciplinarily from the robotics 

perspective of Wörgötter et al. (2013) and the everyday understanding of the terms may differ 

from their use here.  

For robots, this way of formalizing object-directed actions as sequences of relational 

changes between objects, hands and the ground, has proven highly useful to recognize human 

actions and to execute these actions itself (Aksoy et al., 2011). For cognitive neuroscience, the 

use of objective event boundaries and sparsely coded action categories that can be extracted 

directly from the stimuli offers promising opportunities to understand the neural processing 

underlying ongoing action observation and segmentation in the human brain.  

1.3.2 From Robots and Infants 

As mentioned above, robots can recognize and execute object manipulations using the 

SEC-based representation without prior object knowledge (Aksoy et al., 2011). For humans, TUs 

are salient and easily recognizable incidents, since touching is mostly accompanied by 

deceleration and untouching anticipates acceleration of our movements. They appear to be an 

ideal starting point for learning about action segments and action categories even before critical 

object expertise is built (for the early development of object knowledge see Hunnius & 

Bekkering, 2010). In line with this idea, it has been proposed that object-action association may 

develop earlier than object-word association (Eiteljoerge et al., 2019). Research points to the 

importance of developing event segmentation skills in early infancy to make sense of the world 

(Levine et al., 2019). Previous developmental work showed that infants at the age of two months 

detect structures inherent in the environment through statistical learning (Kirkham et al., 2002) 

and infants at the age of four months show a preference for biological motion patterns (Fox & 
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McDaniel, 1982)3. Accordingly, preverbal infants might identify TUs and use TU sequences to 

efficiently segment, encode and more easily recognize and predict everyday object 

manipulations they observe (cf. Wörgötter et al., 2020; Ziaeetabar et al., 2020). When they 

accrue greater experience with the world and access additional sources of information, they will 

be in the position to utilize this knowledge and yet TUs could remain relevant for processing in 

the brain. Although this remains purely speculative, it provides valuable new perspectives to 

consider.

 
3 See Hunnius and Bekkering (2014) for a review of the development of action understanding abilities 
during childhood. 
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2 Research Questions and Objectives 

As outlined in the preceding sections, there is a growing interest in understanding the 

neural processes underlying event structure perception and representation in action. While 

some light has already been shed, many questions remain unanswered. Furthermore, this field 

may profit tremendously from multidisciplinary perspectives and computer vision methods are 

well-suited to contribute.  

The objective of this thesis was to investigate event structure perception and 

representation through objective (i.e., stimulus-derived) and subjective (i.e., observer-labeled) 

event boundaries as well as corresponding action categories. The employed object-directed 

actions involved either commonplace or dough items to modulate object-action associations. 

The neural responses of passive action observers were modeled with subjectively and 

objectively derived event boundaries and the neural response patterns were related to 

subjectively and objectively determined action categories. Based on the data obtained on 

segmentation and categorization, as well as their neural processing, the following research 

questions were addressed: 

1. Are TUs as objective event boundaries a meaningful supplement or reference point to 

subjective event boundaries and how do they contribute to understanding neural event 

structure processing in object-directed action observation? 

 

2. Do object-action associations, provided by the manipulated object, modulate action 

segmentation behavior and the neural processing at subjective and objective event 

boundaries?  

 
3. Are TU action categories represented in neural processing patterns of object-directed 

actions and are they related to behavioral action classifications?  
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A series of two fMRI experiments with three tasks each was conducted to answer the 

targeted research questions. The two experiments were set up completely identically except for 

the stimulus material. Based on the SEC framework, short videos of simple object-directed 

hand actions were created and the degree to which the manipulated objects were associated 

with actions varied between experiments. The movements, in contrast, were kept constant, 

which allowed us to disentangle the effect of these two primary dimensions.  

In the first experimental task, participants passively observed object-directed action 

videos during the MRI scan. The second task consisted of two behavioral sessions to determine 

the subjective event boundaries, namely a test and a retest session, where participants 

manually segmented the action videos by pressing a button whenever they thought an action 

step ended and a new began (cf. Newtson, 1973). Finally, the third one was a multi-arrangement 

task in which the participants spatially arranged the videos (represented by image triplets) 

according to their similarity (cf. Kriegeskorte & Mur, 2012) to derive action categories. In 

Experiment 1, the object-directed actions shown in the action videos were directed at 

commonplace items (e.g., a calculator, a piggy bank, or a cup) whereas in Experiment 2, 

manipulations of formed pieces of blue play dough were presented. Thus, as mentioned above, 

the manipulation remained consistent, though the manipulated item varied between 

experiments. Furthermore, the SEC algorithm was used to extract points of touching and 

untouching in the action videos which were subsequently employed as objective event 

boundaries. For clarity, “Experiment 1” and “Experiment 2” refer to the original empirical 

investigations conducted as part of this research project. The results of these experiments were 

subsequently published in three separate research articles, upon which this thesis is based, 

and are referred to here as Study I, Study II, and Study III.  

Study I (Pomp et al., 2021) based on the first and second task of the first experiment (i.e., 

involving commonplace items). It investigated the relation of observer-labeled event boundaries 
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to stimulus-derived TUs in terms of temporal co-occurrence and neural processing. It was 

reasoned that if TUs are critical reference points for subjective action segmentation, they then 

show a systematic temporal relation to observer-labeled event boundaries or even match them. 

If both types of event boundaries coincide, we expected to replicate previously found brain 

activation patterns at event boundaries. In the case of the event boundaries being temporally 

distinguishable, we expected time-locked brain responses to also differentiate.  

Study II (Pomp et al., 2024) used the data of the first and second task of both 

experiments. The segmentation and neural processing of commonplace item’s manipulation 

and dough item’s manipulation were compared elucidating the role of object-action 

associations. It was hypothesized that if the strength of object-action associations modulates 

subjective action segmentation, significant differences between segmentation behavior and 

neural processing in Experiment 1 and Experiment 2 will be found. Based on previous work, we 

hypothesized possible effects to be found in three regions of interest (ROIs): the anterior inferior 

parietal lobule (aIPL), the parahippocampal cortex (PHC), and a biological motion-sensitive area 

in the lateral temporo-occipital cortex (gratefully adopted from Hodgson et al., 2023). We 

assumed a knowledge-driven activation increase in the former two regions for commonplace 

items and a sensory-driven increase in the latter region for dough items.  

Finally, Study III (Pomp et al., 2025) examined the neural representation of action 

categories across experiments. The subjectively determined action categories from the third 

task were used to model the participants’ brain activity, alongside action categories derived from 

TU sequences and control models. We aimed to investigate which brain regions (if at all) reflect 

action categories as predicted by their TU sequence and therefore used representational 

similarity analyses (RSA; Kriegeskorte et al., 2008). In addition to brain-wide analyses, we closely 

examined the action observation network and therein we specifically focused on the left aIPL.  
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The guiding objective of the current thesis was to examine objective event boundaries 

and the advantages they can offer for event perception research. Especially as objective event 

boundaries can shift the focus from behavioral signatures of events and offer researchers an 

alternative way to explore how event structure perception occurs in the human brain during 

action observation. In addition, the value of the stimulus-driven action categorization for 

understanding neural action representation was to be determined. These boundaries and 

categories may be inherent to the stimulus, and the field would significantly benefit from 

identifying and understanding them and their further implications.  
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3 Research Articles 

3.1 Study I: Touching Events Predict Human Action Segmentation in Brain and 

Behavior. 

 

Running title:  

3.1 Touchings Predict Human Action Segmentation 

 

 

 

Jennifer Pomp, Nina Heins, Ima Trempler, Tomas Kulvicius, Minija Tamosiunaite, Falko 

Mecklenbrauck, Moritz F. Wurm, Florentin Wörgötter, & Ricarda I. Schubotz (2021)  

NeuroImage, 243, 118534 

 

https://doi.org/10.1016/j .neuroimage.2021.118534 

 

 

 

Associated online data: 

https://osf.io/jbwkq/?view_only=ae77638956974214a2faff6e674557a0 (OSF repository) 

https://neurovault.org/collections/8736 (Brain activity maps on NeuroVault) 

https://www.uni-muenster.de/IVV5PSY/AvicomSrv (Stimulus material on AVICOM)   
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3.2 Study II: Action Segmentation in the Brain: The Role of Object–Action 

Associations. 
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3.3 Study III: Touching-Untouching Patterns Organize Action Representation in the 

Inferior Parietal Cortex. 
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4 General Discussion and Future Directions 

 The present work aimed to investigate event perception through subjective and objective 

event boundaries, their mutual relationship, underlying neural processing, emerging action 

categories, and their variability due to fluctuating object-action associations. Event perception 

serves as a central cognitive mechanism, structuring time in a way that enables the brain to 

form memories and generate predictions. Accordingly, it is essential to investigate this 

phenomenon to better understand its underlying mechanisms. To this end, we related observer-

labeled boundaries to stimulus-derived boundaries, identified categories and both the 

boundaries and categories were used to model participants’ brain activity. In two experiments, 

participants passively observed object manipulations of either commonplace items or dough 

items during the MRI scan. Subsequently, the manipulation videos were behaviorally segmented 

into events and finally spatially arranged to derive action categories from these similarity 

judgments via inverse multidimensional scaling. Objective boundaries and corresponding 

action categories were extracted using computer vision algorithms based on low-level stimulus 

features. To examine neural activation patterns, we applied univariate as well as 

representational similarity analyses to the fMRI data. In the following sections, the results and 

limitations of the experiments will be summarized and discussed.  

 

4.1 Event Boundaries 

 The results of Experiment 1 and Experiment 2 revealed that subjective event boundaries 

did not match objective event boundaries but co-occurred systematically. Due to the different 

occurrence frequencies, it was still possible to disentangle the time-locked neural activity 

patterns. The following sections summarize and discuss the boundary-evoked brain responses, 
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the systematic temporal co-occurrence of different boundary types and the detection reliability 

to finally answer the first research question4 in the conclusion of this section.  

4.1.1 Boundary-Evoked Brain Responses 

In the following, I will discuss the neural activation patterns underlying the different 

types of event boundaries that were mutually found in Experiment 1 and Experiment 2, as 

analyzed in Study II. Thus, these activation patterns are constant across different object types.  

4.1.1.1 Brain Responses at Subjective Event Boundaries 

 Experiment 1 and Experiment 2 revealed increased bilateral brain activity at observer-

labeled event boundaries in the lateral occipital cortex (LOC), posterior middle temporal gyrus 

(pMTG) and superior parietal lobule (SPL). Regarding the former, boundary-evoked activity at the 

occipitotemporal junction, spanning the motion-sensitive MT complex, has been described 

earlier (Schubotz et al., 2012; Speer et al., 2003; Zacks, Braver, et al., 2001; Zacks, Swallow, et 

al., 2006). The hypothesis that distinctive movement features matter in event structure 

perception was put forward early on (Newtson et al., 1977) and the current results further 

support the idea that event structure perception is related to the detection of visual change such 

as, for instance, changes in motion. Zacks (2004) found that the probability of identifying an 

event boundary was related to movement features so that observers have a tendency to mark 

event boundaries when objects are moving quickly. Furthermore, Zacks, Swallow, et al. (2006) 

showed that brain regions that process general and biological motion selectively respond at 

event boundaries. In fact, the brain activation patterns of the conjunction of boundary-evoked 

activation between Experiment 1 and 2 (as shown in Fig. 5 of Study II) include the mean location 

coordinates reported in Zacks, Swallow, et al. (2006; Table 2). Thus, the current results 

 
4As previously introduced, the first research question reads:  
Are TUs as objective event boundaries a meaningful supplement or reference point to subjective event 
boundaries and how do they contribute to understanding neural event structure processing in object-
directed action observation? 
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replicated boundary-sensitivity in regions processing general motion and biological motion, but 

the question of the driving processes remains unanswered. It is possible that greater motion 

changes appeared at event boundaries and directly triggered bottom-up MT complex activation. 

On the other hand, the motion changes could have been predicted by higher-level cognitive 

processes (e.g., event models) that activate the MT complex top-down. Future research is 

needed to further elucidate the role of motion processing in event structure perception. 

 In addition to the posterior temporal and lateral occipital cortex, the SPL was found 

active. This region has been shown to be activated by controlling goal-directed limb movements 

and especially by reaching (Gamberini et al., 2020), and reach-to-grasp action (Fattori et al., 

2017). Furthermore, it was frequently reported as being part of the action observation network 

(Hardwick et al., 2018). It has been found active when observing reaching to and grasping of 

objects and Wurm et al. (2017) suggested its activation to be related to body part motion in 

space. In the context of event structure perception, boundary-evoked SPL activation has barely 

been reported before. However, in the current work, the SPL activity could reflect the stimulus 

material showing reaching and grasping actions. Though, the precise nature of its role in time-

locked subjective boundary processing remains elusive. For a better understanding of SPL’s 

boundary sensitivity in object-directed actions, future research is needed. The current results 

suggest that motion and especially motion of the hand are essential for subjective event 

structure perception.  

4.1.1.2 Brain Responses at Objective Event Boundaries: Untouchings 

 In contrast to subjective event boundaries, the processing of objective event boundaries 

has barely been investigated with functional imaging. It is remarkable that the simultaneous 

modeling of fMRI data with subjective and objective event boundaries split the pattern found so 

far for observer-labeled boundaries. In this section, I will address the results for objective 

untouchings (i.e., the point when two touching objects un-touch). While in Experiment 1 (as 
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reported in Study I) a more distributed pattern was found for untouchings, the results of 

Experiment 2 replicated only two cortical regions. Specifically, the conjunction of the brain 

activation to untouchings between Experiment 1 and Experiment 2 (as reported in Study II) 

revealed bilateral parahippocampal cortex and left dorsal premotor cortex (PMd) activity. 

Regarding the latter, dorsal premotor activity has been reported before for observing transitive 

versus intransitive actions (Wurm, Caramazza, et al., 2017), and it has been found for observer-

labeled boundaries in object-directed actions (Schubotz et al., 2012). Furthermore, dorsal 

premotor (or caudal superior frontal sulcus) activity was found to be elicited by updating the 

attentional focus, together with the posterior parietal cortex (Bledowski et al., 2009). It has been 

suggested that PMd is specifically involved when the position of an object in space drives the 

spatial parameters of arm movements (i.e., reaching) given the spatial properties form the 

attentional focus (Schubotz & von Cramon, 2001). Furthermore, and important in the current 

context, left PMd has been shown to be involved in initiating action prediction during the 

observation of everyday actions (W. Stadler et al., 2011, 2012). Though this region has been 

reported rather rarely in the context of event segmentation, the opposite is the case for the PHC 

(see Baldassano et al., 2017; Reagh et al., 2020; Schubotz et al., 2012).  

Boundary-evoked PHC activity has been shown in different age groups, and a decrease 

during aging has been reported (Reagh et al., 2020). Furthermore, Baldassano et al. (2017) 

reported on cortical event boundaries in PHC, that strongly related to hippocampal activity, 

suggesting that the hippocampus encodes information about the just-ended event into episodic 

memory and De Soares et al. (2024) demonstrated that the timing of cortical event boundaries in 

PHC are influenced top-down. Besides, PHC activity can reliably be seen when contextual 

associative information is encoded or retrieved from memory (Aminoff et al., 2013; Li et al., 

2016), especially in spatial and episodic memory (Geva-Sagiv et al., 2023). In sum, the current 

state of research is far from providing a clear picture of the PHC involvement in event structure 

processing though its involvement as such is not in question. Concurrent activation of PMd and 
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PHC in action observation has been found for action prediction (W. Stadler et al., 2011) and for 

action boundary detection (Schubotz et al., 2012). Thus, the current results suggest that at 

untouchings the attentional focus is updated and the end of an event is signaled so that it may 

be encoded in the hippocampus. Furthermore, the found activation pattern indicates the 

prediction of the upcoming action step.  

4.1.1.3 Brain Responses at Objective Event Boundaries: Touchings 

Touching incidents could also be clearly separated from untouchings and observer-

labeled event boundaries regarding their corresponding brain response. The conjunction of the 

brain activation to touchings between Experiment 1 and Experiment 2 (as reported in Study II) 

revealed increased bilateral cuneal and lingual gyrus activation. These results are consistent 

with past studies showing that the activation of medial occipital areas close to the calcarine 

sulcus reflect low-level visual differences between stimuli in the representation of local scene 

elements (Kamps et al., 2016). In addition, increased cuneus and lingual gyrus responses were 

shown for allocentric versus egocentric spatial representations (Ruotolo et al., 2019). The 

medial occipital lobe is a highly interconnected system that performs coordinated basic visual 

processing and has many long-range association fibers supporting language and memory 

functions (Palejwala et al., 2021). Increased medial occipital lobe activity in response to the 

emerging surface contact (i.e., touching) between two objects points to increased visual 

inspection of the scene. This information may then be propagated to align with the prediction of 

the subsequent action step. 

 

4.1.2 Co-Occurrence of Objective and Subjective Event Boundaries 

 The results of Experiment 1 and 2 revealed a systematic co-occurrence of group-

determined event boundaries and objective (un)touchings. Their distribution over time showed 

clear peaks of subjective boundaries shortly after a touching relation emerged and a more 
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widely distributed emergence of subjective boundaries around untouchings. Subjective 

boundaries were significantly closer related to TUs than random button presses. Hence, some 

touching and untouching incidents were important anchor points for behavioral action 

segmentation. The T-U motif and video content analyses of Experiment 1 (as reported in Study I) 

further revealed that subjective boundaries especially marked certain action phases, that is, 

during the object manipulation and at the onset of object transport. During hand transport, 

during object transport, and at the end of object transport, in contrast, subjective boundaries 

were less prevalent.  

 The current results represent an initial step toward revealing objective anchors for 

subjective boundary markings. They suggest that at least some points of touching and 

untouching are relevant to predict participants’ segmentation behavior, though many are not. 

Strikingly, the mere frequency of the incidents varies greatly so that further identification and 

characterization of relevant TU incidents will be necessary. To this aim, object identity seems an 

obvious candidate to specify TUs. A current approach that specifically examined hand-object 

touchings and untouchings (ignoring the contact states between objects, and object to ground), 

for instance, turned out to be useful in marking action steps in action prediction processing 

(Selvan et al., 2024). Considering these results, it may be the touching between the hand and 

the object that primarily gave rise to subjective event boundaries in the current experiments. The 

onset of the object transport was coded as the phase between the touching of the hand with the 

object and the subsequent untouching of the object from the ground. Here, especially the 

emerging hand-object contact may have been crucial. Regarding the second important action 

phase (i.e., during the object manipulation), it was coded as the period between the timepoint 

when the hand touches the object to manipulate and when the hand un-touches from this 

object after manipulation. Here again, the emerging hand-object contact may have been 

decisive.  
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 It has been argued that the sequence of touching and untouching between objects 

(including the hand and the ground) may be a fruitful source of information for preverbal infants. 

Nonetheless, it cannot be denied that during development we learn to distinguish hands from 

objects in the sense that hands are the effectors of an agent and therefore different from 

inanimate objects. In fact, anticipatory eye movements have been demonstrated for hand-

object interactions at the age of 12 months (Falck-Ytter et al., 2006) and in adults (Flanagan & 

Johansson, 2003), and when the possibility existed to infer an autonomous agent as causing the 

observed movements (Gesierich et al., 2008). It would therefore make sense if the greater 

relevance of the acting effector is reflected in a higher relevance of its contact with manipulable 

objects. This hypothesis has yet to be tested. In order to do this, it may even be possible to 

selectively reanalyze the data of this thesis. Specifically, the changes in contact states between 

the hand and a manipulable object could be identified and selected to repeat the analyses with 

this part of the data regarding their temporal co-occurrence to subjective event boundaries. This 

could offer a preliminary insight and inspire further studies. According to the present status, our 

results reveal a significant role of objective event boundaries for subjective event structure 

perception that lies the groundwork for further, in-depth research. 

 

4.1.3 Reliability in Event Boundary Detection 

 Previous research repeatedly demonstrated the high intra- and interindividual reliability 

in behavioral action segmentation (for a review see Sasmita & Swallow, 2023). Correspondingly, 

the retest reliability results from Experiment 1 and Experiment 2 confirmed consistent unit 

marking behavior on the individual and on the group level. Especially the comparison of the 

behavioral segmentation data to simulated random button presses, that preserved the 

stochastic characteristics of the individual behavior, validated that the segmentation followed a 

nonrandom pattern. In sum, these results confirm that the unit marking procedure is a valuable 
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and useful method to determine subjective event boundaries. The comparison to simulated 

button presses complements the reliability check meaningfully.  

 The objective event boundaries were determined by computer vision. Automated visual 

action recognition is a rapidly growing field, and the methods applied depend inter alia on the 

data’s input format. In the current work, RBG-D data was used meaning that the algorithm 

utilized depth images to generate point clouds in the first step of automated TU time point 

extraction. Compared to manual time point extraction, which would need a time-consuming 

frame-by-frame inspection of each action manipulation video by several raters, the algorithm 

bears a significant efficiency gain. Moreover, it successfully detects emerging and disappearing 

touching relations. However, the algorithm does not guarantee perfect performance. 

Occasionally, it misinterpreted the scene and needed manual correction. As stated above, it 

used depth images which are essentially two-dimensional data while three-dimensional data 

would probably improve its performance considerably. Especially the precise determination of 

an emergence of a touching relation and its disappearance can depend on the perspective on 

the scene. Viewed from an unfavorable perspective, the contact between surfaces can be 

occluded. Fortunately, the rapid development of virtual reality (VR) techniques that goes along 

with high fidelity three-dimensional camera setups promises even better input data quality and 

visual action recognition and segmentation algorithms to come.  

 

4.1.4 Understanding Event Structure Perception Through Objective Boundaries 

 One of the aims of this work was to determine whether objective event boundaries 

meaningfully supplement subjective event boundaries and how they contribute to 

understanding (neural) event structure perception. Concerning segmentation behavior, 

objective event boundaries seem to be valuable anchor points for subjective event boundaries. 

Concerning the neural processing of event structure, the activation patterns underlying 
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subjective and objective event boundaries were clearly distinguishable and could be 

functionally interpreted. Observer-labeled event boundaries were mainly accompanied by 

increased motion processing. This pattern is consistent with previous findings and suggests that 

participants tend to segment actions dependent on motion features. Previously identified 

regions beyond this could now be assigned to objective event boundaries. Despite behavioral 

data implying that the moment of touch could be the most critical one, this is not the case. 

Medial occipital activation patterns appear to reflect merely increased visual inspection of the 

scene when objects touch, rather than more complex processing. In contrast, the moment when 

a touching relation is released (i.e., the untouching) marks the point at which attention is 

redirected, the completion of an event is signaled to memory and upcoming action is predicted.  

 In sum, it can be concluded that objective event boundaries constitute a meaningful 

addition to subjective event boundaries to investigate event structure perception in object-

directed actions. Fortunately, objective event boundaries offer several advantages as they can 

be determined a priori independently from the participants’ perception, and they can 

deliberately be manipulated to a certain extent to design experiments. Eventually, according to 

the current state of research, when investigating the neural processing of event structure, 

objective event boundaries can be seen as a supplement to subjective boundaries rather than a 

replacement.  

 

4.2 When Objects Suggest Action 

 Objects that we use in our daily life carry a lot of information about what we can do with 

them (El-Sourani et al., 2018, 2019; Hrkać et al., 2015; Kalénine et al., 2016; Schubotz et al., 

2014) and the strength of these object-action associations varied between experiments. In 

Experiment 1, the associations were strong, whereas in Experiment 2, they were weak or 

nonexistent. This is because in Experiment 1 commonplace items were manipulated in the 
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action videos and in Experiment 2 these items were replaced by formed pieces of dough. The 

idea was motivated by the fact that the employed computer vision algorithm does not identify 

objects, nor does it use object-related knowledge. While adult humans benefit from a life-long 

experience with manipulable objects, the algorithm could be a model for early infants’ action 

perception. Furthermore, the time-locked analyses of objective event boundaries that sparsely 

code movement information allowed the dissociation between movement effects and object 

effects. Remarkably, the difference in association strength had no major effect on the neural 

processing of objective touchings and of observer-labeled event boundaries, but even more so 

when it comes to untouchings and segmentation behavior. The following sections summarize 

and discuss the effects of strong and weak object-action associations separately to finally 

address the second research question5 in this section’s conclusion.  

4.2.1 Strong Object-Action Associations 

 The neural activity increase due to strong object-action associations was relatively 

small. Concerning the entire action duration, objects with strong action associations evoked 

increased activity in right anterior supramarginal gyrus (aSMG) and anterior intraparietal sulcus/ 

ventral postcentral sulcus with ROI results being significant in bilateral aIPL. This is consistent 

with previous research by Meyer et al. (2011) who showed 5-second videos of bimanual object 

exploration to their participants and revealed that the most discriminative voxels (i.e., when 

discriminating between videos) were located in the postcentral sulcus and on the posterior wall 

of the postcentral gyrus with a right hemispheric dominance. In a follow-up study, Kaplan and 

Meyer (2012) extended these results and inferred that stimulus-specific patterns of activity 

around the intraparietal sulcus bear high information content. While the authors interpreted 

their results with respect to somatosensory processing of haptically perceived shape of different 

 
5 As previously introduced, the second research question reads: 
Do object-action associations, provided by the manipulated object, modulate action segmentation 
behavior and the neural processing at subjective and objective event boundaries? 



4.2 When Objects Suggest Action 
 

 
 99  
 

objects, this is not the only possible interpretation. Each video showed one everyday object that 

was haptically explored. Therefore, the observed brain activation pattern could also be 

interpreted as it was proposed by Schubotz et al. (2014). They showed that activity in the aIPL 

varied as a function of the number of actions that participants associated with objects. 

Similarly, Wurm and Schubotz (2018) contrasted naturalistic versus pixelized object-directed 

actions and found stronger neural responses in bilateral postcentral gyrus extending into aSMG. 

Both naturalistic and pixelized stimuli showed the kinematics of the action, but only the 

naturalistic one allowed recognition of the object and to use the related information. 

Remarkably, increased right ventral postcentral gyrus activation for grasping an everyday object 

versus grasping a geometrical shape was even found for action imagination (Schulz et al., 2018). 

Thus, the precise nature of aIPL’s role is currently the focus of research and object identity 

including associated information could be pivotal, as in the case of strong object-action 

associations.  

 Concerning the time point specific analyses, the effect of strong object-action 

associations became apparent at untouchings. A particular role of mnemonic associations in 

the presence of strong object-action associations was hypothesized and was indeed reflected in 

increased parahippocampal responses. This result was consistent with previous findings in 

which the parahippocampal cortex has reliably been reported for the encoding and retrieval of 

contextual associations (Aminoff et al., 2013). Thus, when robust object-action associations 

were available, this information was retrieved from memory to segment and predict actions. 

Furthermore, increased cuneal and lingual activity was detected at untouchings which indicated 

increased visual inspection, as discussed earlier. This could be due to commonplace items 

being visually more detailed than formed pieces of dough. The visual information could then be 

used to identify the object and predict the unfolding action.  
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4.2.2 Weak Object-Action Associations 

 The neural activity increase due to weak object-action associations was surprisingly 

large. At untouchings, our hypothesis was corroborated regarding an increase in activation in 

biological motion processing areas. Thus, without strong object-related predictions for the 

upcoming action, motion processing gained importance for segmenting and predicting object-

directed actions. This may be frequently the case for infants, for whom it is perfectly normal to 

encounter unknown objects, and rarer for adults. As early as at the age of four months, infants 

show a preference for biological motion patterns (Fox & McDaniel, 1982) and functional object 

knowledge of familiar objects solidifies shortly afterwards (Hunnius & Bekkering, 2010). 

 Furthermore, weak object-action associations have had a significant effect on the 

segmentation behavior. The behavioral measures of reliability and consistency, as well as unit 

marking frequencies, and systematicity were broadly comparable between Experiment 1 and 2, 

but the group retest reliability and behavioral systematicity were higher in Experiment 2 going 

along with a smaller variance in segmentation behavior. Thus, participants set event boundaries 

more often and closer to touching events when objects were weakly informative. The occurrence 

of a touching is frequently associated with a reduction in speed, eventually coming to a stop. 

Here, this acted as a reference to segment the action. When the object did not offer specific 

information about what action to expect, this movement sequence gained importance. The 

behavioral results thus paint the same picture as the above-mentioned increase in brain activity.  

 Unexpectedly, weak associations yielded increased aIPL activation at untouchings. 

Based on previous studies, showing increasing aIPL activity with an increasing number of 

correlated actions (Schubotz et al., 2014), we rather expected an increase for strong 

associations, which could indeed be seen when analyzing the entire duration of the action and 

has been discussed above. In contrast, the time-locked effect at untouchings was interpreted as 

reflecting an unrestricted number of candidate actions in the case of dough manipulations. This 
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is, object-action associations restrict which actions are considered to unfold next and in the 

case of dough items, the search space for candidate actions is unrestricted by these 

associations. A comparable effect has been described before. Wurm and Schubotz (2012) 

showed that the pre-activation of expectable actions by contextual cues reduced the search 

space for input-to-memory matching by biasing those actions that are most probable in a given 

context. In a subsequent study, Wurm, Artemenko, et al. (2017) examined contextual factors in 

children between four and eight years of age and revealed that they effectively integrated 

contextual information in action recognition and profited the most from context information 

when actions were unfamiliar. Apparently, the aIPL’s functional profile is many-faceted and I will 

discuss the role of aIPL comprehensively in section 4.4 The aIPL in Action.  

4.2.3 Action Processing Modulated by Object-Action Associations  

One of the aims of this work was to determine the effect of object-action associations on 

action segmentation and its neural processing. The current results confirm that object-related 

knowledge modifies how object-directed actions are processed. Segmentation behavior 

becomes more targeted to objective event boundaries when objects do not offer rich 

information about what to expect and movement information gains importance when the 

prediction of the next step is synchronized with the perceptual input. Moreover, at this point of 

synchronization, increased aIPL activation indicated an unrestricted search for candidate 

actions when object information was limited. While this latter effect was time-point specific, the 

contrary was the case across the whole period of the action. Concerning strong action 

associations, the rich visual information that commonplace objects offer is crucial for the action 

step synchronization.  

Despite these modulations, there were major similarities for observing manipulations of 

objects that were either strongly- or weakly-associated with actions. The conjunction analyses 

(Study II) showed a large common pattern of brain activity that replicated the well-established 
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action observation network that I thoroughly described in section 1.2.1 The Action Observation 

Network. It showed a large cluster in the posterior temporal and lateral occipital cortex that 

ventrally extended in the parahippocampal cortex and hippocampus. This activity was 

supplemented by a large parietal cluster that spanned along the postcentral sulcus in parallel to 

the precentral sulcus activation that in turn extended into insular regions. Thus, object 

information makes a notable difference in object-directed action processing though common 

patterns clearly predominate.  

 

4.3 Action Categories 

 It is one of the current challenges of cognitive neuroscience to understand semantic 

representation in the brain. Previous research has shown patterns for various contents (for a 

review see Binder et al., 2009), though these representations are dynamic and, for instance, are 

modulated by attention (Çukur et al., 2013) with results depending on methodological choices in 

multivariate imaging (Frisby et al., 2023). Nonetheless, in the current work, we aimed to examine 

the representation of action categories. Actions can be grouped in categories according to their 

patterns of touching and untouching. At the same time, actions can also be classified according 

to participants’ judgments of similarity. The following sections discuss how these 

categorizations are represented in the brain and how they relate to one another to address the 

third research question6.  

4.3.1 Objective Action Categories  

Wörgötter et al. (2013) showed that action categories can be derived from TU sequences. 

The current work showed in study III that these action categories are associated with the neural 

 
6 As previously introduced, the third research question reads: 
Are TU action categories represented in neural processing patterns of object-directed actions and are they 
related to behavioral action classifications? 
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representations in the left aIPS. These cross-experiment results highlight the value of objective 

TU sequences to understand neural action representation. Regarding the functional profile of 

the aIPS, previous action observation research employing repetition suppression has suggested 

that the left aIPS is particularly important for processing the identity and function of a grasped 

object, independent of grip and trajectory, and particularly involving goal representations 

(Grafton & Hamilton, 2007).  

It could be argued that TU action categories covary with abstract functional action goals. 

This would mean that turning and pulling an object share their TU sequence and both achieve 

the functional goal of rearranging. Theoretically, TU sequences code the contact states between 

items irrespective of their identity or agency and accordingly, they cannot directly represent 

abstract functional goals but only offer an underlying framework through which abstract 

functional goals are realized. Practically, the SEC framework that has originated TU sequences 

was developed to let robots learn the semantics of object action by observing humans’ object-

directed actions (Aksoy et al., 2011) which means that agency cannot be ignored. Accordingly, 

the stimulus material employed in the experiments displayed TU sequences embedded in 

action videos with an agent and a goal. Thus, the activation of the aIPS could mirror the 

covarying goals.  

This would align with previous findings, suggesting the aIPS/aSMG to represent the 

abstract function or purpose of an action (i.e., decorating or protecting; Leshinskaya & 

Caramazza, 2015). Similarly, Urgen et al.'s (2016) RSA results showed that the models for 

category of action, intention of action, and target of action, all correlated best with the parietal 

node of the action observation network. However, these considerations are speculative and 

functional goals or intentions were not the primary focus of this work. It should be investigated 

more systematically in future studies.  



4.3 Action Categories  
 

 
104 

 

To this end, one possibility would be to create stimuli that share the same TU sequence 

but have no functional goal. It may prove to be difficult to design reasonable videos without an 

agent, though, as the TU sequence specifies that some object manipulates another object. Even 

if the first object is not as obvious an agent as the hand, participants would most likely read it as 

the agent and attribute goals. Previous research has shown that already three-month-old infants 

attribute goals to the actions of novel non-human agents (Luo, 2011). Accordingly, there are 

different interpretations of the current results that emphasize different functional profiles of the 

aIPL. It must be noted, however, that TU-based action categories being represented in the aIPL is 

already a remarkable finding in itself, and a better understanding of these representations is an 

important future research aim.  

4.3.2 Subjective Action Categories 

 Using inverse multidimensional scaling served to gather subjective action categories, 

respectively a subjective action space. The ROI RSA results of Study III revealed that the MDS 

models explained a significant part of the representational variance in several brain regions of 

the action observation network across experiments, i.e., the right aIPS, left PMv, bilateral pIPS, 

bilateral SPL, and right PMd. Thus, a large proportion of the action observation network was 

associated with the behavioral action classifications. The question arises which dimensions 

participants used to judge the similarity of the actions. While we asked participants to report 

which criteria they used for categorization in a follow-up survey at the end of the third 

experimental session, an explorative review of their free-text responses did not provide a clear 

picture. The multiple regression analysis reported in Study III, in contrast, showed a consistent 

picture across studies. In both experiments, the M model (i.e., whether one or both hands are 

used) and the MD model (i.e., movement direction) were significant predictors for the MDS 

model. They explained 49% of the variance in the subjective similarity ratings in Experiment 1 
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and 50% in Experiment 2.7 As defined, the MD model captured trajectory information. The M 

model, in turn, can be related to action complexity. An action that needs a second, stabilizing 

hand can be seen as more complex than a purely unimanual action, with coordination, 

interaction and the role of each hand being key aspects (Krebs & Asfour, 2022). In infants, 

mastering role-differentiated bimanual manipulations (e.g., object-directed actions in which 

one hand stabilizes and the other hand manipulates an object) is a developmental milestone 

showing interhemispheric coordination (Kimmerle et al., 2010). Hence, movement trajectory 

and action complexity seem to influence observers’ similarity judgments to a huge degree. It is 

an interesting question for future research which factors further shape subjective action 

classification as the resulting model seems to capture similarity structures that are mirrored in 

large parts of the action observation network.  

Our results can be related to previous studies that used different tasks, asked 

participants to rate objects, not actions, based on their manipulation similarity and found 

primary object information to drive the coupling between pMTG and aIPS while primary object 

knowledge seemed to be mostly grip-type related (Hussain et al., 2024). Similarly, Watson and 

Buxbaum (2014) found the configuration of the hand and the magnitude of arm movement to 

play a role in determining how objects (in this case tools) cluster in action semantic space. The 

latter could hint in a similar direction as discussed above; however, our arrangement task did 

not ask for object manipulation knowledge, instead, it asked for observed action similarity 

across objects. Accordingly, Tucciarelli et al. (2019) asked for action similarity in an inverse 

multidimensional scaling protocol to examine the representational space of observed actions 

and found that the LOTC best captured the semantic dissimilarity structure. The discrepancy 

with our results could be due to the different stimulus material used. Tucciarelli et al. (2019) 

used static images of mostly intransitive everyday actions, while we used videos of object-

 
7 As a brief reminder, in Experiment 2, the TU model significantly explained another 5% of the variance and 
in experiment 1, the additionally explained variance of 2% did not reach significance. 
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directed actions. Eventually, decoding the representational space of observed actions based on 

subjective ratings invites huge differences based on material and instructions. Still, the fact that 

this approach can link subjective and neural representations of action knowledge promises 

great progress in the understanding of semantic representation in the brain. The big picture is 

still unfolding, with many outstanding questions yet to be answered and actively being 

addressed in the field.  

4.4 The aIPL in Action 

One brain region that we repeatedly encountered in the current work is the aIPL. It 

constitutes a component of the action observation network, so its involvement does not appear 

unexpectedly. Upon closer inspection, its functional profile across the present studies is diverse 

and that is why I dedicate a separate paragraph to it. First, it is important to note that I refer to 

the anterior part of the SMG and the ventral part of the postcentral sulcus (i.e., the aIPS) when 

saying aIPL. More specifically, according to the Human Connectome Project (HCP) atlas as 

presented in Rolls et al. (2023), I refer to region PFt (and maybe anterior PF). The aIPL ROI used in 

Study II was created based on area PFt (Caspers et al., 2006, 2008) of the Julich-Brain 

Cytoarchitectonic Atlas (Amunts et al., 2020; Eickhoff et al., 2005). All reported whole-brain 

activation clusters in aIPS and aSMG of Study I and II peak within this ROI, and also the center 

coordinates of the spherical aIPS ROIs in Study III fall into this region.  

To briefly recall the results per hemisphere, we found objective action categories to be 

represented in the left aIPL and the left aIPL was found active at subjective boundaries for dough 

items. We found the right aIPL to be active at subjective boundaries for commonplace items, at 

touchings for dough versus commonplace items, and to represent the subjective action space. 

Furthermore, we found bilateral aIPL activity to be increased for commonplace versus dough 

items during the entire length of the action videos, at untouchings for dough and dough versus 

commonplace items and finally to represent the manual model.  
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Possible hemispheric asymmetries or specializations of the aIPL are the topic of ongoing 

debates as many lateralized results suggest that but no definite conclusion could be made due 

to a multitude of factors (for reviews see e.g., Kemmerer, 2021; Tunik et al., 2007). For instance, 

when observing hand-object interactions, the identity of the acting hand, the visual hemifield 

where the action occurs, and the hand preference of the observer are just some of the many 

factors that need to be taken into account to interpret lateralized results. That said, please note 

that the participants in the reported studies were all right-handed and observed centrally 

presented actions performed by either the right or left hand (counterbalanced within and across 

participants).  

Functionally, the aIPL has been described as a critical node within a network that 

dynamically controls actions on a higher order, that clearly exceeds low-level representations of 

grasp configurations and includes the representation of intended action goals (Tunik et al., 

2007). Several studies suggest that the aIPL derives knowledge based on the identity of objects 

(Bach et al., 2010; Grafton & Hamilton, 2007; Urgen & Orban, 2021). Regarding the two main 

visual pathways, the aIPL belongs to the dorsal visual stream and, more precisely, it has been 

suggested to belong to the ventro-dorsal stream that is concerned with knowledge about object-

associated actions (Binkofski & Buxbaum, 2013). Relatedly, Liu et al. (2024) found the bilateral 

aIPL (and right ventral premotor cortex) to encode action goals independent of action outcomes 

(i.e., independent of whether the action succeeds in reaching the desired end-state, such as an 

open bottle when opening a bottle) at an object-specific level. At the same time, only the left 

aIPL also contained goal information at an object-independent level.  

The prominent role of object identities that emerges prompts me to review the univariate 

results for commonplace and dough items separately, despite possible redundancy with 

previous sections. For commonplace items that come with rich object-related knowledge, the 

aIPL activity was increased compared to dough items at the global video level and increased 



4.4 The aIPL in Action  
 

 
108 

 

aIPL activity had been yielded at subjective boundaries, though the latter did not survive the 

comparison to subjective boundary processing in dough videos. The global activity increase is in 

line with previous results indicating increasing aIPL activity for an increasing number of object-

related actions (Schubotz et al., 2014) and was hypothesized in Study II. For dough items that 

come with limited object-related associations, aIPL effects were found at all three event 

boundary types: on whole-brain level at subjective event boundaries (though, here again, this 

effect did not survive the comparison to the corresponding contrast in commonplace items), on 

ROI level at touchings versus non-boundaries (here, aIPL activity was less reduced in dough 

items than in commonplace items), and on whole-brain and ROI level at untouchings (both 

within dough items and compared to commonplace items). Regarding the effect at the point of 

untouching, extracted contrast estimates show that aIPL activity is increased (compared to non-

boundaries) for dough items and, at the same time, decreased (compared to non-boundaries) 

for commonplace items, which amplifies the effect. As mentioned earlier, this pattern is 

interpreted as suggesting a restricted (or well-informed) candidate action space for familiar 

objects and an unrestricted candidate action space for objects of limited information value at 

the point where the next action step is predicted. 

Regarding the multivariate results, the fact that the left aIPL was associated with the 

objective action space, the right aIPL was associated with the subjective action space and both 

were associated with the manual model, highlights the high level of discriminability of action 

classes at the parietal level of the action observation network, as previously shown by Urgen 

and Orban (2021). Consistent with Liu et al. (2024), the left aIPL was found to represent 

objective action categories that carry cross-object action information.  

The key conclusions about the aIPL’s role in action observation and event boundary 

processing are that experience-based object-related knowledge modulates its bilateral 

recruitment during action perception and prediction, representing objective action categories 
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across objects in the left hemisphere at the same time. Therefore, the aIPL is considered to 

process object-related actions based on action knowledge.  

  

4.5 Critical Evaluation and Methodological Considerations 

 Despite the significant findings of the present studies, certain experimental aspects 

require critical evaluation. Some limitations and corresponding suggestions for improvement 

have already been discussed so that this section specifically focuses on the experimental 

paradigm and the stimulus material.  

 In designing the paradigm, it was important to us that the action videos were passively 

observed during functional scanning, reliably segmented in post-fMRI sessions and finally 

categorized, when the participants knew the video material very well. While the methodology 

employed is robust, some aspects could be improved. Implementing a behavioral test-retest 

procedure in action segmentation yielded reliable subjective event boundaries, though pressing 

a button during the ongoing presentation of a video introduces reaction time considerations. We 

did not subtract a hypothetical motor response as the participants knew the videos from the 

scanning session already. Furthermore, not the test session’s but the retest session’s responses 

determined the exact timing of the event boundaries, so the participants were familiar with the 

segmentation procedure and the videos. Hence, we adopted the premise that button presses 

were delivered in anticipation of critical events in the videos, not in a reactive manner. The idea 

was that anticipation generates an early onset of the response that is then cancelled out by the 

motor reaction delay so that the registered button press hits the intended time. It is evident that 

this premise invites discussion, even though we have ultimately used group-aggregated time 

points. To avoid this premise, it would have been advantageous to give participants control 

about the video playing. If they had had the ability to stop and rewind the video, they could have 

been very precise about when to mark a unit. Unfortunately, this comes with a significantly 
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higher time expenditure per action video and would not have been feasible with the large 

number of individual videos used in this work. In the reported experiments, individual action 

videos were not repeatedly presented with the aim of introducing natural variability in 

trajectories and timings. In future research, one could decide to reduce the number of individual 

videos, present them repeatedly during functional scanning and give participants more time per 

video to mark event boundaries. Although the unit marking procedure employed in the present 

work is a well-established method, we combined it with a novel approach which gives rise to 

new challenges. The precise timing of subjective event boundaries becomes increasingly critical 

when being related to objective event boundaries and being utilized in time-locked brain activity 

analyses. However, the latter is somewhat relativized by the coarse temporal resolution of fMRI. 

Future studies that leverage MEG or EEG to investigate objective and subjective event 

boundaries are recommended to pay particular attention to this aspect.  

 Another element of the paradigm that requires consideration is the categorization task in 

the last behavioral session. Since the participants knew the action videos very well at that point, 

the videos were represented by image triplets showing the start of the scene, the object 

manipulation in the middle of the video and the final position of the objects. However, it cannot 

be completely ruled out that presenting the videos (i.e., staying with the stimulus format) instead 

of showing image triplets would have been beneficial. Additionally, and more crucially, a bigger, 

responsive screen could have improved the setup. Some participants’ difficulty in completing 

the multi-arrangement task within a 60-minute timeframe was partly due to the limited screen 

size which prevented presenting all stimuli simultaneously. Despite the 27-inch screen being 

considered large at the time of data collection, screen technology has evolved considerably 

since then. Currently, tabletops may incorporate large screens that are operable via touch input. 

Thus, participants could sit at a table and arrange the videos in the same way one would arrange 

playing cards, using their finger. The screen should be large enough to display all stimuli 

concurrently, allowing for their use in at least some trials. This will facilitate more efficient 
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comparisons and enhance the overall experience for the participants. The videos could be 

represented as image triplets, and touching the middle image would play the video. Embracing 

these suggestions leads to even better MDS models to be used in multivariate analyses or to be 

analyzed independently.    

 Finally, the stimuli could potentially be enhanced. First, regarding the commonplace 

items’ manipulations of Experiment 1, the extent to which the objects suggested the applied 

action varied. As an example, adding the last piece of a wooden puzzle differs from turning a 

calculator. While the former is quite predictable from the start image where the last piece of the 

puzzle lies in front of the agent (put together action), the latter is less foreseeable even if the 

turning action gets the calculator in the right orientation to be used afterwards. An unpublished 

explorative post-study rating in a separate group of 10 participants confirmed this difference in 

expectability between object manipulations. This could be driven by the fact that completing a 

puzzle aligns with its functional goal while a calculator that is turned without being used to 

perform a calculation does not fulfill its primary function. Controlling this dimension would 

result in a meaningful improvement of our paradigm. On the other hand, systematic 

manipulation of this dimension could also be considered. This could be accomplished through 

ratings of how expected a specific action appears when an object is seen in context. Preliminary 

results of an unpublished exploratory comparison between object-implied actions and not-

object-implied actions of Experiment 1 (binary coded based on the above-mentioned rating) are 

pointing in the same direction as the reported comparison of strong and weak object-action 

associations. To clarify, however, these are two different concepts. Whether the concrete action 

that is applied to an object is expected (maybe because it aligns with the functional goal of the 

object) differs from the strength of action associations that the object carries, though they are 

certainly not independent. The latter is inherent to the object (independent of the applied action) 

and was systematically examined in the current work. 
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The strength of object-action associations is the second aspect of the stimuli that future 

studies could adjust. While we employed a binary distinction between strong and weak 

associations, future work could investigate the effect of object-action association on a 

continuum. To this end, participants could list the actions they expect when seeing an object 

and rate the level of expectedness of each action. Based on the results of such a pre-study, 

stimulus material could be designed accordingly. Ideally, the objects to be rated should be 

presented exactly as they would be seen at the start of the action video (i.e., embedded in a 

scene) as the configuration and the context of a scene facilitate action recognition and render 

some actions less expected. This does not only refer to the location of the action but also the 

position of the hand to the object (peripersonal space) and the presence of other objects (El-

Sourani et al., 2018, 2019; Kemmerer, 2021; Wurm & Schubotz, 2012).  

Returning to the current stimulus material, in retrospect, it must be noted that in some 

cases the initial scene of a video predicted the unfolding action. Keeping the start scene 

constant across actions could help reduce the initial predictability. In the present experiments, 

the scenes differed at the beginning of the action videos. Even if there was no systematic 

covariance between the relative position of the object to the subject and the action category, the 

method could be improved by keeping the spatial position of the objects at the start of the scene 

constant. This would, however, imply more objects to be present in the scene, which has an 

effect on action perception (El-Sourani et al., 2018, 2019). At the same time, the variability in 

objects used in the first experiment should certainly be preserved as it ensures the 

independence of the actions from specific grip types. I would even recommend future studies to 

incorporate this dimension into the dough items. In Experiment 2, formed pieces of blue dough 

were manipulated to limit object-related associations. Yet, it could be beneficial to adopt the 

object variability. Each action could be performed with several differently formed pieces of 

dough, each requiring a different type of grip.  
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         Finally, the employed stimuli have fulfilled their purpose to essentially demonstrate that 

objective event boundaries in the form of changing contact states between objects are valuable 

for understanding human action perception. They are, however, far from what we perceive in our 

everyday life. Naturalistic action perception is exponentially more multifaceted, which limits the 

scope of the present results. To build upon the current findings, future work could examine event 

structure perception using more complex actions. In the following section, I will outline key 

directions for future investigations.   

 

4.6 Future Prospects  

Derived from the discussed limitations new experimental approaches emerge. Several 

suggestions have already been outlined in the course of the discussion, so this section will 

focus on ecological validity and possible adjustments to the current paradigm for follow-up 

studies. Subsequently, I will briefly address open questions and the resulting research 

approaches.  

Firstly, the ecological validity could be increased by altering action content and action 

presentation. Regarding the content, one could use action videos taken from everyday life like, 

for instance, a family breakfast or a board games scene. Those videos could then show longer 

and more complex (inter)actions. The more complex a scene, the more important and insightful 

it is to know where participants look at so that future paradigms can largely profit from using eye 

tracking. Especially in more complex action scenes, it is crucial to examine whether the 

attentional focus of the participants is drawn to the touchings and untouchings during action 

observation.  

Increasing ecological validity comes with the advantage of increasing the relevance of 

real-world-based internal models. Adults are sensitive to context (see e.g., El-Sourani et al., 
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2019; Kemmerer, 2021; Wurm et al., 2012; Wurm & Schubotz, 2017) and I assume that they were 

very fast in recognizing that the videos in the experimental session of the reported experiments 

were somehow artificial and that the experience-based models that they gathered in the real 

world might not be entirely suitable in this specific situation. Therefore, participants could have 

been generally more open to expect odd manipulations in the experimental context after having 

seen the first handful of stimuli. A context that resembles the real world so that real-world-

based internal models are relevant can be beneficial to investigate the role of experience-based 

predictions in ongoing perception.       

Regarding the presentation of the actions, VR technology offers an interesting 

opportunity. It allows to add naturalistic elements in varying degrees and to program and thus 

manipulate displayed movements as needed (for action observation in VR see e.g., 

Lakshminarayanan et al., 2023; Wörgötter et al., 2020; Ziaeetabar et al., 2020). In addition, 

participants could change their perspective on the scene (through head movement or even 

walking through the scene) and eye movements could directly be tracked, nonetheless. 

Moreover, in VR the presented action could be adaptive and react to observer behavior (e.g., 

stop when the gaze is averted). Recently, Pooja et al. (2024) offered some guidelines to design 

ecologically valid cognitive neuroscience studies of event cognition that offer interesting ideas 

for VR and augmented reality, and Schubotz et al. (2023) inspire forward-thinking 

methodological VR approaches for studying hand actions that involve the use of tools. Thus, VR 

is set to play a significant role in action observation research. However, it must be 

acknowledged that VR approaches are currently not MR-compatible (except to a very limited 

degree as in Adamovich et al., 2009) and other functional imaging techniques are also difficult to 

combine with them. Considering the rapid development in this field in the last decade, I am still 

confident that these obstacles can be resolved in the decade to come.     
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While VR is an exciting field, there are also valuable research opportunities that remain 

closely aligned to the original studies of this thesis. As mentioned earlier, to further investigate 

the value of objective event boundaries for subjective event perception, it is important to identify 

those TUs that trigger a subjective event boundary in differentiation to those that do not. While it 

is a huge advantage for computer vision systems to not have to identify objects, it might be 

advantageous to identify at least the effecting object (i.e., the hand or a tool).  A follow-up study 

could dissociate the TUs that emerge between the hand and an arbitrary object from those TUs 

that emerge between objects and object and ground. For either class of TUs, the temporal 

co-occurrence with subjective event boundaries could be examined. In the next phase, it may be 

exciting to replace hands and objects with animated cubes to help understand whether it is the 

hand (as part of the human body) or its functional role as an effector that assigns a special 

status to it (if this was the case). Regarding the underlying neural processing of TU incidents, 

time-locked analyses could be dissociated for hand-object-TUs to explore whether brain 

responses differ between the two classes of TUs. Returning to the computer-vision perspective, 

it could be worth testing whether it improves the algorithm to identify the effector in an action 

(e.g., by labelling the one that moves independently).    

In addition, it is worth deepening the understanding of the effect of object-related 

knowledge. For future research, it can be a useful addition to manipulate object information on a 

continuum and to set up a rating study measuring also other concepts like affordance, 

functional knowledge, object familiarity, and object complexity. As previously done, the number 

of actions associated with the object could be assessed (Schubotz et al., 2014) along with 

whether the action performed on the object in the concrete stimulus is expected. This would 

enable us to gain a differentiated insight into the effect of object-action associations and their 

correlation to other concepts. 
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Finally, the neural activation patterns underlying event boundary processing need further 

empirical work to clarify the functional role of individual regions. Especially the aIPL merits 

additional attention. In this context, more diverse stimulus material could enable future studies 

to disentangle which brain areas are generally involved in event structure perception and which 

areas are content-specific, also elucidating their interaction. Equally important, the prominent 

role of untouchings, compared to touchings and observer-labeled event boundaries, deserves 

in-depth investigation. Considering more extended and complex actions, it is exciting to see 

whether untouchings continue to serve as the temporal anchor for prediction. Regarding the 

representation of subjectively derived action spaces, the current work merely pointed toward an 

initial understanding. The multitude of brain regions that are significantly associated with it 

warrants a closer examination, however. Particularly the dimensions underlying the subjective 

action space could be investigated in greater depth. To this end, future research can draw 

inspiration from studies of object recognition that create similarity spaces.  

Looking ahead, the most promising methodological aspects for future research on event 

structure perception in action observation lie in increasing ecological validity, identifying key 

modulating factors and taking advantage of multidisciplinary approaches. In terms of topical 

aspects, future investigations should aim to further ground subjective event annotations in 

objective stimulus features, examine domain-general boundary-evoked activation patterns, the 

underlying dimensions of action space, and their related representation.     
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5 Conclusion 

This thesis aimed to examine event perception, being a central cognitive mechanism, 

structuring time in a way that enables the brain to form memories and generate predictions. It 

investigated whether objective stimulus features in the form of touchings and untouchings 

between objects, hands and the ground drive subjective event segmentation and help 

understanding event structure perception. Furthermore, the effect of object-associated 

knowledge on event structure perception in object-directed actions was considered. At the 

same time, the value of objective action categories for understanding neural action 

representation was assessed and subjective action categories explored.    

The findings indicate that objective event boundaries are a meaningful addition to 

subjective event boundaries to understand event structure perception in object-directed 

actions. They offer objective anchor points for behavioral action segmentation and help 

disentangling the neural signatures of event structure. Specifically, subjectively annotated event 

boundaries were mainly motion-driven and at the point of touching, low-level visual inspection 

of the scene intensified. The moment when objects un-touch proved to be crucial for attentional 

recalibration, memory encoding and predicting the upcoming action step. This prominent role of 

untouchings renders them important objective event boundaries in the context of predictive 

action processing.  

Event structure processing was influenced by the wealth of information an object 

provided. Limited object associations rendered subjective boundaries even closer to objective 

boundaries and movement information weighed heavier when predicting the upcoming action at 

untouching. Simultaneously, limited object associations led to an unrestricted search for 

candidate actions. Conversely, rich object associations continuously activated associated 

actions and the rich visual information offered by commonplace items dominated processing at 

action step synchronization.  
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Finally, objective as well as subjective action categories were represented in brain 

regions belonging to the action observation network. The subjective action space was 

associated with a broad bilateral network while objective action categories were associated to 

the representational profile of a single brain area, that is, the aIPL. This brain area became a key 

region of the current work, and it was elaborated upon the significance of its prominent role in 

object-associated action knowledge and action class processing. The results suggest that the 

aIPL is involved in predicting object-related actions based on associated action knowledge.  

  This thesis contributes to the literature by offering a new perspective on event structure 

perception, combining computer vision with cognitive neuroscience. The inclusion of objective, 

stimulus-derived event boundaries allowed a structured view on the neural processes 

underlying ongoing event perception. The prominent role of objective boundaries in predictive 

processes underscores their fundamental purpose. Moreover, objective action categories 

revealed important insights regarding the functional role of the anterior intraparietal sulcus. In 

sum, this research offers valuable insights, although the scope is limited due to the 

decontextualized action stimuli. 

The current results suggest important implications for human-robot cooperation as they 

could allow autonomous systems to make reliable predictions about human action. They could 

be of practical value for real-world applications in commercial robotics, such as home 

assistance technologies. More importantly, they can be relevant for clinical applications. They 

could help optimize training protocols used to restore function in neurorehabilitation and inform 

the development of robotic systems designed to support or train patients with motor 

impairments.   

Future studies should identify the key objective events and investigate these in real-

world-like scenarios, inviting interdisciplinary cooperation. Furthermore, boundary-evoked 

activation patterns warrant further attention as well as the effects of different contextual 
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aspects. Finally, additional research is required to explore the factors that shape categorical 

knowledge spaces. 

Overall, this thesis provides a foundational understanding of objective, stimulus-derived 

features that drive event structure perception and corresponding categories’ representation, 

taking the modulation by experience-based knowledge into account. It paves the way for more 

detailed investigations into neural event structure processing to eventually comprehend this 

central ability that essentially organizes experience.  
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7 Abbreviations 

AI   artificial intelligence 

aIPL   anterior inferior parietal lobule 

aIPS   anterior intraparietal sulcus 

aSMG    anterior supramarginal gyrus 

fMRI    functional magnetic resonance imaging 

HCP    Human Connectome Project 

LOC    lateral occipital cortex 

LOTC   lateral occipitotemporal cortex 

PHC   parahippocampal cortex 

pMTG    posterior middle temporal gyrus 

PMd    dorsal premotor cortex 

ROI    region of interest  

RSA   representational similarity analysis 

rTMS    repetitive transcranial magnetic stimulation 

SEC    semantic event chain 

SMG    supramarginal gyrus 

SPL    superior parietal lobule 

T    touching incident (i.e., the moment when two objects touch) 

TU   touching and untouching incidents 

U   untouching incident (i.e., the moment when two objects un-touch)  

VR   virtual reality 

 

  




