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Preface

I was not very excited about the topic of this thesis as Mr. Miinster assigned it
to me at the beginning. The fact that I've made a long detour before I finally
toddled off to the theoretical physics institute, which should’ve been done
several years ago, dulled my motivation somewhat. I couldn’t even choose
a topic myself at that time, since I really had no idea what would be a
reasonable start for me in theoretical physics, although, ironically, I've always
wanted to do it.

Bearing in mind that I have to finish this thesis no matter what, because
it would be my last shot to get my first degree title. I started to sniff for
clues about what I was dealing with, and soon I became absorbed in the
literature; this thesis, which touches the statistical field theory, turned out
to be a perfect guidance for a novice like me.

For the understanding of the fundamental concepts in field theory I have
mainly stuck to Michel Le Bellac and Anthony Zee’s interpretation!™?!, then
I combined and reformulated their explanation in my own words, and that
basically put up chapter 2. I was not afraid to dig into the details here, since
I wanted to make this part self-explanatory, in particular, the mechanism
of Wick contractions is the key to understand Feynman diagrams, which are
efficient ways to visualize the former, as we will see, those Feynman diagrams
are crucial to this thesis. In Chapter 1 I briefly introduced the phenomenon
of interface roughening near critical point and how statistical field theory is
related to the critical phenomena in condensed matter physics'34 together
with Chapter 2, they form the part 1. Section 2.3 and 2.4 are about connected
correlation functions!!! and proper vertices!" which are actually not closely
related to the core of this thesis, i.e. part 11, yet belong to the perturbation
theory.

In chapter 3 I went on to the physical model of the kink interface, which is
set up near the critical point of a continuous phase transition. A perturbative
calculation around the classic kink solution followed in chapter 4; all the
Feynman diagrams up to 2-loop order was then carefully derived from the
generating functional, there Hoppe’s detailed handling in a similar situation ¢!
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inspired me. As for the concrete calculations of selected diagrams, I adopted
the same method used by Michael Kopf!™.
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Introduction

I like pushing boundaries.

— Lady Gaga

Interface is a surface forming a common boundary separating two portions of
matter. Many systems of statistical mechanics, such as liquid gas coexistence,
binary liquid mixtures or anisotropic ferromagnetism, possess interesting in-
terfaces.

critical point
solid
liquid

T

Figure 1.1 Phase diagram

Typical pure substances have phase diagrams of the classic form shown
in Figure 1.1. As we can see, upon approaching a critical point the difference
between liquid and gas gradually vanishes, in other words, the width of their
otherwise sharp localized interface extends to all possible dimensions—we
call this interface roughening; at the same time, the density fluctuations get
larger, and the correlation length diverges. The fluid turns opaque once the



1 Introduction

linear dimensions of the fluctuations become comparable with the wavelength
of the light. Analogous phenomena have also been observed in a binary fluid
systems as well as at the ferromagnetic transitions. It turns out that these
systems exhibit universal behaviour of certain quantities when reaching the
critical point; they undergo second-order phase transitions, which are also
called the critical phenomena.

The long range correlation caused by the second-order phase transitions
could be troublesome as it plants divergency in the classic perturbation the-
ory; but on the other hand, ignoring the complexity in such large-scale coop-
erative phenomena, we might expect that some of its properties would only
depend on very general features (like order parameter) rather than details of
the interactions. This aspect is called universality. In fact the critical phe-
nomena of the systems mentioned above all belong to the same universality
class as the Ising modell®!, which was developed to describe ferromagnetic
transition.

The Ising universality class can be alternatively accommodated in the
framework of the Ginzburg-Landau theory['%, which is a Euclidean, massive
and real p*-theory. Its Lagrangian possesses a double well potential, whose
minima respectively correspond to, say, the two fluids A and B in a binary
fluid system. When a spontaneous symmetry breaking occurs in the system,
that is when the two components of the fluid begin to separate, we get the
picture in Figure 1.2,

fluid A

Figure 1.2 The kink solution in ¢*-theory

where ¢ is, according to the bold pick by Lev Davidovich Landau!™!, the order
parameter, in this special case it can be defined as the difference between the
concentrations of the two fluids A and B; the interface is set perpendicular to
the z-axis, along which we see the separation of the fluids. The kink interface,



which was proposed back then by Johannes Diderik van der Waals!'?, can
then be explored in the field theory.

It is especially interesting to investigate the dependence of the interface
width on the system size, as it characterizes the roughening of the interface.
Earlier approaches involving capillary wave model!*3 suggested that the in-
terface diverges in width logarithmically as its size L increases. By employing
the Ginzburg-Landau-Model Michael Képf implemented the interfacial pro-
file () into a properly defined interface width w, the analytical results!'
based on the one-loop approximation of () has shown encouraging agree-
ment with capillary wave theory and Monte Carlo simulations'®8 of the
Ising model.

For a better quantitative comparison with Monte Carlo simulations, ap-
proximation of higher orders are required. For this purpose, a further explo-
ration of the interfacial profile (p) up to 2-loop order will be presented in
this thesis.
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Critical phenomena

Questions about the cause and mechanism of the phase transitions belong to
the oldest problems in physics. Paul Ehrenfest!™! originally classified various
kinds of phase transitions by judging the different thermodynamic quantities
that go through discontinuous changes. In modern classification scheme the
second-order phase transitions, or continuous phase transitions, are those in
which basic thermodynamic quantities show sudden changes, but more gentle
than a discontinuous jump in the basic variables.

2.1 Ferromagnetic transition

The ferromagnetic transition serves as the most familiar example of a second-
order phase transition!™3. Once heated above the Curie-Temperature T, the
ferromagnet loses its magnetization, no preferred spatial direction of the fer-
romagnet can be identified, and the state is invariant under all rotations.
Below T, by contrast, the ferromagnet possesses a spontaneous magnetiza-
tion, since it is not due to any applied field; from the microscopic point of
view this means that all the electrons in the incomplete inner shells of the
atoms within the ferromagnet have their spins effectively aligned in one pre-
ferred direction, since every spin is associated with a magnetic moment, all
of which add when aligned, thus producing the magnetization. The state of
the ferromagnet is then only invariant under rotations around axes parallel
to the magnetization direction. The phenomenon is known as spontaneous
symmetry breaking.

In addition one introduces the order parameter of the transition, the
macroscopic variables, which can only be meaningfully defined for the two
involved phases of the transition. For the above example the magnetization,
zero in the high-temperature phase and non-zero in the low-temperature
phase, are the order parameters of the ferromagnetic transition.



2 Critical phenomena

2.2 Ising model

The first non-trivial model for ferromagnetism was suggested by Wilhelm
Lenz to his student Ernest Ising as a thesis subject. The interaction between
spins, which tends to align them, seems essential to ferromagnetism, it’s thus
reasonable to replace the atoms of the ferromagnet by the electrons, which are
responsible for the ferromagnetism, in other words, the electrons are placed
at the sites of the underlying crystal lattice. For further simplification only
the interaction between the adjacent spins are considered, so the simplest
Hamilton with a tendency to align the spins is

H= —JZO'Z'O'J'7
(.7)

where J is a positive coupling constant, and the o; are Pauli matrices; the
notion (7, j) indicates summation over nearest neighbours. The Hamilton de-
fines the quantum Heisenberg model. Near the critical point, quantum fluctu-
ations are dominated by statistical fluctuations, hence the Pauli matrices o;
may be replaced by classical vectors S; of length 1, this defines the classical
Heisenberg model.

The resultant model is still too complicated, Lenz assumed another ap-
proximation, the vectors S; are replaced by scalers .S;, which can only take
two values, S = +1 or S; = —1. Then the Hamilton can be written as

H=-J> 8S;, 8;==L
(4,9)
and the partition function Z as
7 — Z O FT (i) SiSi
{si}
with the first sum running over all configurations

DO S P

{Si}  Si=£1S,=+1

The whole strategy is to find the equation simple enough to solve, yet not
to lose the essential features of the physics, but at that time there existed
absolutely no methods for assessing the approximations.

Ising calculated the free energy for the model in one dimension, but didn’t
find the phase transition as predicted, nonetheless, the model was named
after him. Until very much later, Rudolf Peierls!?”! generalized the result and



2.3 Ginzburg-Landau Theory

proved that in the absence of long-range interactions, no one-dimensional
system can display a phase transition. The solutions to the two dimensional
Ising model, especially Onsager’s calculation[?!!| proved the existence of a
ferromagnetic transition. A complete solution to the three-dimensional Ising
model still doesn’t exist until present, but the well known approximations
by now are so convincing, that hardly any additional information could be
expected from the precise analytical solution. Today we know that Ising
model is qualitatively a good model of ferromagnetism, but quantitatively
some of its predictions are poor.

2.3 Ginzburg-Landau Theory

As mentioned, Ising model is complicated, we needed approximation, and
many kinds of mean field theories were developed before, following the work
of Pierre Weiss[??. However the approximations are not always reliable, and
they neglect the effects of fluctuations. This problem leads us to the theory
of Ginzburg and Landau, a statistical field theory, which is well adapted to
deal with fluctuations.

In his previous work Landau associated each phase transition with a bro-
ken symmetry, and used the order parameter to describe the nature and
extent of symmetry breaking, then he translated this idea into a mathemati-
cal theory, known as Landau theory, which is another classic approach to deal
with second-oder phase transitions. Based on Landau theory the Ginzburg-
Landau theory introduces a Hamiltonian H[p;] depending on the order pa-
rameter, or a field ;, which is defined on the sites ¢ of a lattice and plays
the same role as the Ising spin, with the probability of the configuration y;
being proportional to e %!, The connection between Ginzburg-Landau the-
ory and the Ising model is not a priori clear, we merely assume they belong
to the same universality class.

It should be stressed that the Ginzburg-Landau Hamiltonian H|p;] is
intended to describe the physical system only in the vicinity of the critical
point, and it has the form

1 |
Hp;] —aDZ[ (Vei)® + Sro(T)ei + fuo |

where a is the lattice spacing, the notations ry and uy are conventional in
statistical physics. By analogy with Ising model, interactions between nearest
neighbors are introduced by means of the discretized gradient V¢, defined
by

Vi = V(@) = [l + 1) — ol
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where the vector p links site x; to one of the nearest neighbours. Instead
of o(x; — p)e(x;) the formulation (V;)? is adopted in the Hamiltonian, in
fact, when comparing both, the latter one only yields extra terms (?, which
amounts to a redefinition of ry. Then the partition function is written as

7 = /Hdgoi e Hlwil,

It’s actually more convenient to calculate with a continuum formulation,
where @x; varies continuously within the physical system, instead of insisting
upon the lattice, then ; — @, and the field p(x;) becomes a function of the
point @, p(x;) — ¢(x).

In the critical region the important fluctuations have the length scale
> a, so that the continuum formulation should be equivalent to the lat-
tice formulation. In the continuum limit the Ginzburg-Landau Hamiltonian

becomes . . .

Hlp] = /deﬂ [§(V¢)2 + §T0(T)<P2 + EU0904 :
The Hamiltonian is a functional of the field p(x). In order to construct the
partition function we must integrate over all the configuration ¢(x), i.e. we

must evaluate a path integral

7 = /Dgo e~ Hlel, (2.1)
The integration measure Dy is defined by

Dy = Clll_r>r(1)./\/'(a) Hdgpi ,

where N (a) is a factor chosen to ensure that the limit exists, these multi-
plicative constants are unimportant, since they cancel between numerator
and denominator during the calculation of correlation functions later. The
existence of such an integration measure still needs mathematical proof, in
tough cases we should go back to the lattice formulation.

10
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Perturbation theory

In order to start calculating the fluctuations in the phase transition, we still
need go through the basic concepts and techniques in field theory. From
the mathematical point of view, statistical field theory is closely related to
quantum field theory, they have similar formulations, so that we can borrow
the vocabulary and the notations from the quantum field theory. Accordingly
we could rewrite the Laundau-Ginzburg Hamiltonian as

1 1
Higl = [ a0 [5902 4 gt + G (3.0

with ro — m? and ug — g, where m is a mass and ¢ a coupling constant.

3.1  Wick’s theorem and the generating functional

The essential aim is to evaluate the n-point correlation functions, which is
the expectation value of the product of n fields

(plar)otas) -+ olan) = 5 [ D wlan)plaa) - plan)e 19,

with the partition function Z given by (2.1). Before diving into the details
of the calculation, I would like to demonstrate the simple cases first, then it
should be easier to follow the general idea.

Notice that the probability distribution e #¥! contains a Gaussian part.
A significant fraction of the theoretical physics literature consists of varying
and elaborating the basic Gaussian integral,[? and here we start already with
a generating function Z(j) defined by

Z(j) = / dz p(z)el” = / dz e 207" Hi7, (3.2)
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where p(x) = e~29%” ig a Gaussian probability distribution over a random
variable, you see, the generating function is actually a variation of Gaussian
integral. The moments (z™), defined by

" / dz 2"p(x)

) /d:rp(x) |

can be obtained by differentiating the generating function Z(j)

n _L@”Z
70 o

)

§=0
together with the evaluation
2 J 32
Z(5) = Tk = (0)eza,
a
we obtain
a2n 2 8271 1 2\ 1
(z7") = 0 €2 ~ 952 Z_l (]_>
957" g 07 = nl \2a/ |,
0% 1 [ 52\" 1
= — =] =2n—-1)2n—-3)---5-3-1—. 3.3
st (3) =0 D@Ei-3 ERNEE)

Imagine 2n points and connect them in pairs, the first point can be connected
to one of the rest 2n — 1 points, the second point can now be connected to
the remaining 2n — 3 points, and so on, until all points are paired. We could
interpret the factor (2n—1)(2n—3) - - - 5-3-1 as the number of ways to connect
2n points in pairs, then to each pair a factor a~! is assigned. Gian Carlo
Wick made this clever observation, which further leads to Wick’s theorem.
A pattern of pairing all the points is known as Wick contraction.

To make this important theorem more clear, that is, to really distinguish
the points, we promote the generating function (3.2) to the one with n vari-
ables

Z(3) = /dez e 2 AvtiTw

. (271’)” % %jTA—lj
B {detA ¢ ’ (34)

where A is a real symmetric n X n matrix,  and j are both n-dimensional
. T o T o .
vectors, with &' Az = ), - 2; Ay and j & = ), jiv;.

12



3.1 Wick’s theorem and the generating functional

Accordingly the generalization of (3.3) yields a moment of order 2n

f— 71... 71
=0 - E :Aab Acd ’

Wick

aQn leAflj
= ; ; ; — €2
Ojr0ji - - - 03p0jq

(Thar - - TpTy)

where the set of indices {a,b,...,c,d} represents a permutation of {k.1l,...,
a,p}, the way of pairing the indices under A~! suggests a certain Wick con-
traction, and the sum is over all the possible Wick contractions. The calcu-
lation is straightforward, starting with a second moment

82 ]. . i —1
(Tpxyn) = i (5 ;Jw‘lkl jz) = A (3.5)

until finally Wick’s theorem is taking shape, all the moments of a Gaussian
distribution can be expressed as functions of the second moments alone.!!

Now we’ve made enough preparation to discuss about correlation func-
tions. In the case of the field theory, similar to the generating function, we
introduce the generating functional

2) = [ Do ew {1+ [ a2 (oot} (36)

where the function j(x) is called the source of the field p. The 2n-point
correlation functions are nothing but the moments of order 2n, obtained by
differentiating the functional Z(j)

1 5z
(plzp)p(an) - plzp)p () = Z(0) 65 ()07 (21) - - 0 ()8 ()

J=0

It’s convenient to divide the Ginzburg-Landau Hamiltonian into a Gaussian
part Hy

1 1
Hy, = /de {§(V¢)2 + §m2g02} ,

and a interaction part V
V= /d% Vip] = %/de o'(@),
then Z(j) can be written as
2) = [ Do e { -l - Vidl+ [ jw)eta)}.

However, this formulation cannot be evaluated directly, that’s why we need
to expand it in a perturbation series.

13



3 Perturbation theory

3.2 The perturbation expansion and Feynman diagrams

In order to get familiar with the general rules for the perturbative calculation
of correlation functions, we further adopt the Ginzburg-Landau Hamiltonian,
or more exactly, the interaction p?, and the results can be easily generalized
to other interactions.

Again we start with the simple case in one variable

20) = [ ehodetsie

It’s easy enough to calculate the integral, if we expand e_%x4, so that

. Clax?tia A 1 /A
Z(]):/dxe2 +I ll—zx‘ﬂ—a(a) 4.
A /AN 1 /AN d)\® L al
=|1——=|— — | — — d —zar t+jx
[ M(@)’*m(ﬁ)<¢a #oo| fare
( )4/d$ e_%‘mz"'jm:“Q—We*%('
a

Here we’ve used the reformulation

f@kﬂ=f(%)éﬂ

which can be proved through a Taylor expansion of f ((%) near the origin.

=€

Bl
&la

Remember we still need to evaluate the moment (z°") by

1 1.2 A 4 1 0>z
2n — d 2n —sax —oTt
@) = Z0 / ree s =70 g

)

J=0

but first we want to take a closer look at the differentiation

2 O™ Sa(8) 2
— 7&72” e 4\dj/ e2a
j=0 j=0
_ w0 d4+1 A\ d8+
~V oa o5 41\ dj 21 \ 4! dj
-2 92\ 2 2\ 3
J I L[y
14+ 4+ = (L — L
+2a+2! (2(1) +3! (2@) + }

oz
ann

X , (3.7

J=0

14



3.2 The perturbation expansion and Feynman diagrams

which boils down to an expansion in powers of A. To obtain the term of order

4 N 4
A, we obviously need to extract —ﬁ <d%.> from e_ﬂd%') . Notice that only

;2

2+n )
the term ﬁ (%—a> from the expansion of ez survives after taking all

4
<d%) ; applying 7 = 0 in the end, then

the differentiations, both g;;; and —%

without considering the factor ,/27” we get

S Ad+2n)! 1
4! (24 n)! (2a)*

analogous

1( )\)2(8+2n)! 1

A\ 4l) (4+n) (2a)

can be deduced for the term of order A\2. In general, the term of order \™ is
written as

1 ( A)m(4m+2n)! 1

ml 4l (2m +n)! (2a)?m+n
1 A\ 1

This expression looks familiar compared to (3.3), and indeed we can figure out
a pattern here using Wick’s theorem. For the term of order ™ we can think of
82

4m+2n points, with 2n external points originated from aj_;l (or 2?") relating

4m
to the moment of order 2n and 4m internal points from % (—%)m ((%.)

in the expansion of e_%(d%‘)4 (or % (—%)mx“m in the expansion of e_%z‘l),
the rest, you already know, is to pair the points into Wick contractions.

Richard Feynman merged the 4m internal points into m wvertices, with
each vertex sending out 4 open connections from one point as in Figure 3.1,
and presented each Wick contraction with lines drawn among the external
points and the vertices, the resultant diagram is known as a Feynman dia-
gram.

Figure 3.1 Vertex

15



3 Perturbation theory

The next step is to calculate Z(0) with

20) = [ o it odeten

j=0
= eél\'(c?lj)4/d$ e—gax2+]x — (2—7‘-)263(57)4@%2
J=0 a 7=0
_27r51/\d4+1>\2d8
- \a 41\ dj 2! \ 4! dj
-2 9\ 2 .9\ 3
o1y L(J
1+—+ == = = 3.8
8 +2a+2!<2a) +3!(2a)+ } (3:8)
7=0
If you compare the expansion with (3.7), only the differentiation 86]% is miss-

ing, which, by following the same idea in solving (3.7), simply means that
the external points are excluded from the Wick contractions, and only the
internal points, or the vertices are involved. The resultant Feynman diagrams
are known as vacuum fluctuations.

To obtain the moment (z*"), we must divide (3.7) by (3.8). Division by
Z(0) cancels all the diagrams containing vacuum fluctuations from (3.7).
Instead of the explicit calculation we can prove this in a general way.

A diagram of order \™ in (3.7), with m = p + ¢; possesses a factor %
and m vertices, suppose p vertices of them form vacuum fluctuations, which
are disconnected from the rest of the diagram containing the external points,
and there are C% ways of choosing p vertices out of m. Then (3.7) can be
written as

q
Z Z %[Vacuum fluctuation(p)][rest(q)]
m  p+qg=m ’
= L vacuum fluctuation(p)||rest(g
plq!

= Z %l[vacuum fluctuation(p)] Z %[rest(q)]

Notice that ﬁ[vacuum fluctuation(p)] is just Z(0), and the moment (z*")

is then given by >, %[rest(q)], which can be reconstructed using Wick’s
theorem.

16



3.2 The perturbation expansion and Feynman diagrams

In addition, instead of A\ we can expand Z(j) in powers of j as well

Z—j /dxx ez’ gt
:Z(O)ZS,] (a*). (3.9)

All these features in the case of one variable are structurally the same as
the corresponding features in field theory. For more details, we still want to
add the case of n variables

q
1
_ {(%)”} e Si() aim A

det A

where z? = 4. Alternatively, as in (3.9) Z(j) can be written as

- % éj /deq I S

S Alyeels

Z Z ]n' * Jis xz1"'xis>-

S i1, ’Zq

Now with Wick’s theorem we evaluate (x;x;) up to order A\?

(1) = /Hqum]e z@ Aw
[1——2 +2( )Zx4x4+0/\2)]

The idea is to draw possible types of Feynman diagrams for each term, in-
volving all the external and internal points with the latter treated as vertices;
then the diagrams containing vacuum fluctuations are discarded, since they
are canceled after the division by Z(0). In this case x; and x; are the external
points, and the order in A\ suggests the number of the vertices.

The term of order \°, without vertices, simply yields AU , as already
evaluated in (3.5). We can think of the index as labels for the sites on a
lattice, and the matrix element AZ] , known as a propagator, describes the
propagation between ¢ and j.

17



3 Perturbation theory

For the term of order X there are two types of diagrams!!l, shown in Figure
3.2.

Q O

Figure 3.2

The analytic expression corresponding to a diagram is evaluated accord-
ing to the Feynman rules: To every line joining two points, a propagator is
assigned; every vertex possesses a factor —\, and over every vertex is summed;
for every diagram a multiplicative symmetry factor is calculated. Then the
first diagram in Figure 3.2 is written as

A —1 4—1 4-1
_E 12 Z Am ATL?’ZAj’n )
’ n
The factor 12 suggests the number of all possible Wick contractions, the
whole factor % = % yields the symmetry factor. The second diagram contains
vacuum fluctuation and does not feature in the expansion.

As for the term of order A\? we find three types of diagrams containing no
vacuum fluctuations!l, shown in Figure 3.3.

OQQEL

Figure 3.3

Thus the term is summarized as

1 1
5 {6 A (AP AL L A AL AL ALA
+ l.Afl(Afl)QAflA’l
4 m mn nn*jn |

with the summands corresponding to the order of the diagrams.

18



3.2 The perturbation expansion and Feynman diagrams

We should still pay attention that the vertices m and n can be permuted,
which yields a multiplicative factor 2!, but this is exactly canceled by the
factor % from the expansion of S Analogues, for the term of order \",
the factor n! from permuting the vertices is canceled by the factor % from
the expansion of the exponential.

The discussion above can be almost directly carried over to the pertur-
bative field theory. For the Landau-Ginzburg Hamiltonian

1 1 g
D |1 2, L 99 9 4
/dx {Q(Vgp) +2mgo —|—4!<p}

the generating functional reads

1 , :
- exp (5 /de 7y j(2)Go(x — y)J(?J)) :
where Go(z—y) is the two-point correlation function of the Gaussian model %],

with Ph oiko—)
Go(x—y)—/(%)D EpReE (3.10)

it plays the same role of Ai_j1 as the propagator; A represents a normalization
constant, it cancels during the calculation of correlation functions.
We can also expand Z(j) in j

Z /dl’l dl‘s] xl xs /Dg&cpxl ( ) -
o)Zg/dwwdxs J(@1) - j(2) GO (@, ),

where G®)(zy, ..., z,) is known as the s-point correlation functions or s-point
Green’s functions, which are the analogues of the moments. In particular, the

19



3 Perturbation theory

2-point Green’s function reads
1 _
Glaway) = 557 [ Do wlaelar)e™

which share exactly the same type of Feynman diagrams with (z;x;). In
the corresponding Feynman rules, Ai_jl is replaced by Go(z; — x;) and the
summation over the vertices is replaced by integral.

We can take a further look at the 4-point Green’s function G(z;, z;, xx, 2;)
up to order g

Gl(xi,xj,xk,xl)
- 557 | Pe eladeta)etptae
- 57 | Do avela)eptae ™
. [1 _ %/d% o(2)' + O(g?)

Again the evaluation follows Wick’s theorem. The term of order ¢° is the
sum of three disconnected diagrams!'! shown in Figure 3.4,

Figure 3.4

written as
Go(z; — x;)Go(x, — 1) + Go(x; — 2x)Golx; — x1) + Go(x; — ) Go(j — xy,).

For the order g there are three types of diagrams!!l, as in Figure 3.5.

)

Figure 3.5

The first type of diagram (from left to right in Figure 3.5) contains vac-
uum fluctuations, and is eliminated on division by Z(0); the second type

20



3.3 Connected correlation functions

represents disconnected diagrams, and can be written as product of two-
point correlation functions, which have already been calculated; the third
type, the most interesting one, is connected, and is expressed as

—% - 4! /dDz Go(x; — 2)Go(z; — 2)Go(x, — 2)Go(x) — 2).

3.3 Connected correlation functions

As already observed in the example of G(z;, z;, xx, z;), the disconnected dia-
grams can be separated into two or more disjoint parts. To ease the calcula-
tion we want to limit ourselves to the connected diagrams, which cannot be
further decomposed without cutting at least one line.

In general the n-point correlation function G*) can be subdivided into
connected diagrams®, as in Figure 3.6.

an
Figure 3.6

The subdiagrams are sorted out according to the number of their exter-
nal points, we assume that there are ¢, connected subdiagrams G with
n external points, so that ) ng, = s. The number of such disconnected
diagrams is

s!

[Tan)

By permuting the s external points of G*) we generate s! candidates for the
disconnected diagrams, but the permutation of the ¢, subdiagrams G™ or
the n external points connected to any of them leads to equivalent diagrams,

*There might be print errors in the original proof given by Le Bellac!!!, here I've redrawn
the schema in Figure 3.6, and modified the proof accordingly, yet I also came down to
the same conclusion, you may check it if you care.

21



3 Perturbation theory

whence the division by [],, ¢,!(n!)?. The generating function Z(j) then reads

% - Z l' /dx1 s dag ) - je) GO s )

:Z%/dxl"-dxsj(ah)'“j(xs)
XY GO GO(ay)

> op NGn=5
. . n dn
vyt Jdwy - day (1) - G(@a)GE (2, )
n qn! n!
41y dn N

1 ) )
:exp< m/d%'“d%n ](931)"'](ﬂfn)G£n)($1,~--,$n)> .

We actually found the generating functional W (j) of the connected correla-
tion function

W) =020 5 [t s ),

3.4 Proper vertices

To further simplify the Feynman diagrams, we define the proper vertez, or 1-
particle irreducible vertez (1-PI vertex), which cannot be separated by cutting
a single internal propagator, and from which full propagators corresponding
to external lines are removed. A full propagator is just the 2-point Green’s
function, which can be written as

G® = Gy + GyXG® = Gy (1 + ;(EGO)"> = —Ggll— St
where Gy is the bare propagator, as in (3.5), 3 is called self-engergy, the sum
of all 2-point 1-PI diagrams shorn of their external lines.

In the following we prove that the generating function of proper vertices
is the Legendre transform of W (5)12L.

The Legendre transformation of W (j) is written as I', given by

oL [ipc]
dpe(x)

Plpd = W() - / 4Pz o(2)j(x), with ST
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3.4 Proper vertices

where

W) 1 5Z Hipl+io
o) = S~ A 7 ) D e

is the mean value of p(z) in the presence of j(x), also known as the classical
field, obviously, when j = 0, ¢.(x) takes the mean value (p(z)).
By differentiating the identity

B () B S N (V- S 211 C)
Uy R X ) -/ " Fpw)ielz) 3i(y)
b 52T W
- / 47z 5(2)d0.(2) 67(2)07(y) 1

with respect to j(w) we obtain

/ - 53T 52W
0pe(x)dpe(2)0j(w) 05(2)05(y)

S sWo
[ e w1

which, with the same manipulation in (3.11), can be written as

/dDdeu 5T 62w 62w
0pe(x)0pe(2)0pc(u) 65 (u)dj(w) 65(2)05(y)
B 5T W B
[ S R " ¢4
Multiply (3.13) with % and integrate over z, we find the relation
/dDdeude 6T 62w 62w 62w
0pe(2)0pe(2)0pe(u) 05 (u)d(w) 65(2)0(y) 07(x)dj(v)
—/dDdeaj 62T 82w W
Ope(2)0pe(2) 5 ()0 (v) 05(2)0(y)dj (w)
W
o) )

Now apply j = 0 in (3.14) and define
F3
0pc(x)dpc(2)0pc(u) Pe=() ’

IO (z,2,u) =
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3 Perturbation theory

we have

/ dPzdPudPz T® (2, 2, u)GP (u, w)GP (2,4)GP (z,v)
=G (v, y,w). (3.15)
where G = G® is the full propagator, GY is the 3-point connected cor-
relation function, so that I'®(z, z,u) must be a 3-point proper vertex, with
all the full propagators explicitly removed.
By every successive functional differentiation of (3.14) with respect to j,

then applying j = 0, we get on the left-hand side of the equation higher oders
of the 1-PI irreducible terms including a n-point proper vertex

onr

F(n)(xl P {L‘n> — m

and other uninteresting 1-PI reducible terms, so the proof is complete.

3.5 The loop expansion

We can expand the generating functional Z(j) not only in powers of the
coupling constant g and the source j(x), but also in number of loops. For
this purpose we write Z(j) as

2) = [ Do e {-stie] + [ 4P et

enfs e )

e {% [ @2y s)57 Got y)j(y)} ,

as a result, every interaction (or vertex) is multiplied by 3, and every propa-
gation (or line) is multiplied by 37! Therefore every diagram with V' vertices,
I internal lines and E external lines is multiplied by 3V —1=F = ==L where
L =1—V 41 is the number of loops. We can interpret the loops this way:
to connect all the vertices at least V' — 1 internal lines are needed, an extra
internal line produces an extra loop, thus I — (V' — 1) loops can be made.
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Part Il

The roughening of the interface






4

The system with kink interface

The aim of this thesis is to further investigate the interfacial profile (¢) up to
2-loop order in a Landau-Ginzburg-system with boundary conditions. Here
we adopt the Landau-Ginzburg Hamiltonian

1 1 9o 3mg
Hlp]= [ dz H :/dD S(Ve)? — —mie” + ot + ==, (41
A= [ a0 el = [ aPa |5V = Jmist+ S0t + 270 (41
notice that comparing to (3.1) the Hamiltonian density #H|[p] in (4.1) now
has two local minima due to a sign change of the ¢? term, as we can see in
Figure 4.1, suggesting the possibility of a broken symmetry.

H

—Vo Vo 2

Figure 4.1 The broken symmetry

4.1 The interface and kink solutions

In order to describe the physical model we are about to work with, it would
be convenient to set it up in an orthogonal coordinate system with one di-
rection z extending to infinity, and the other directions (z1,...,2p_1) = &
restricted in space [0, L]P~!, so that any point within the system can be writ-
ten as (z1,...,Tp_1,2). We want to ignore the surface effect in (z1,...,2p_1)



4 The system with kink interface

due to the limited dimension, and assume the periodic boundary conditions
olxy+ L,...,xp_1,2) = = @(x1,...,2p_1+ L,2) = p(x1,...,2p_1,2).
To further feature an interface in the system we add in the z-direction the
boundary conditions

go(x):{ Vg, < — +00 (4.2)

—Vo, & — —0Q,

which force the formation of a continuous transition from —wvgy to vy in the
system, where ¢y = +vy = £4/3m2/go are the two local minima of the
Hamiltonian density H[p] with #H[£ve] = 0, where +v, are the space inde-
pendent solutions of the equation

IH
dp

m2
— (-7 2 o+ Bt o (43)
=0 2 3!

Beside the pair of degenerate minima at ¢y = £wv, the equation (4.3) also
possesses space dependent solutions, known as the kink solutions or Cahn-
Hilliard-profiles!?!

o\ = vy tanh [%(z — a)} : (4.4)

which are constructed, in particular, to meet the boundary conditions (4.2).
It has the profile that asymptotically approaches the two values +vg as z —
+00, as shown in figure 4.2.

ol

Figure 4.2 The Cahn-Hilliard-profile

The parameter a € R can take any value, and it indicates the intersection
of the kink with the z-axis.
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41 The interface and kink solutions

Now the mean value (p) near the critical point shall be evaluated by

expanding it around one of the stable solutions yq := 90(()0)’ where the Hamil-

tonian has local minima. By defining the fluctuation n := ¢ — g, (¢) can be
written as

1 1

() = (o +m) = — /Dn (o + e tHleo+il — o 4 — /Dn n e PHleotl
ZO ZO

= o + (1), (4.5)

where

Zy = /DTI e~ AHlpotnl

and H [po + n] can be expanded in Taylor series

Hlpo +n] = H[po] + . /dDw n(z) {—VQ o + @%(m)} n(z)

2! 2 2
g g
+ 00 [P0 gufayp@)+ & [ aPagf(a), (@0)

where, with a few steps, the value of H|[p] can be worked out!®™ as

3
2mg
)

Hlpo) = L'
90

then the problem is reduced to the calculation of () in a loop expansion.

Clearly, the kink solutions are extrema of the Hamiltonian, by examining
the sign of the second derivatives of H at kink solutions, which can be directly
read in (4.6), given by the so-called fluctuation operators!”

K=-V?—

2
my | 9o o 2 [Mo

5 + 5 % tanh [7(2 — a)] :

we can see if the kink solutions are the local minima, and in fact, we are
dealing with the eigenvalue problem

The eigenfunctions and eigenvalues of the fluctuation operator are analyti-
cally available, but we’ll discuss about them in detail later. For now we just
give the conclusion that all the eigenvalues of K are positive except one, which
is zero, known as the translation mode or zero mode, thus the kink solutions
are local minima, or classically stable in all modes except the translation
mode.
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4 The system with kink interface

4.2 The translation mode

The existence of the translation mode originates from the translational in-
variance symmetry of equation (4.3) under the boundary conditions/®, this
results in a whole family of kink solutions in (4.4), all having the same shape,
yet differing from one another by a translation in z-axis. All these kink solu-
tions have the same energy H [goga)], since the integration of the Hamiltonian
density goes through the whole space in z € R, the parameter a can be
eliminated with a simple substitution, so that the kink solutions build a
equipotential curve in the functional space. By defining a small displacement
of the kink solution along the z-axis

(a)

a a a a 8(10
by = o — ) = = 2=ba+ O ((60)%)

880(‘1)
= _a—zfsa + O ((6a)?),

we obtain

a+da a a
Hpy™*") = Hof" + 0]

a 1 a m2 a 2 a

— H) + gy [[aP o) |0 - T 8 ()] ok
a 1 (990((1) 8g0(a)

= HIf) + 607 [ @ PR o () 6

notice that 5
H[py ™) = Hlgpl"),

thus the term of order (6a)? (including all the other terms containing higher
order of da) in (4.7) must vanish, and this just suggests the translation mode.
It’s also possible to provel57 that the normalized eigenfunction of the trans-
lation mode is

W 1 g

Tieo =" JHlgpg] 0%

4.3 Collective coordinate methode

Unfortunately, the translation mode causes divergency of the Gaussian inte-
gral, to get around with this we propose the collective coordinate method 67
which, in our case, isolates the equipotential coordinate a, and thus separates
the translation mode from the integral.
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4.3 Collective coordinate methode

In this method we first define the expansion coefficient of the fluctuation

7@ = — o\ corresponding to the translation mode as

cola) = /de n L agp

v Hlpo) Oz

and introduce the identity

_ / dey 5(co) = / da %5(00)

where

Then by inserting the identity in the partition function

/ D@ - BHIA+1(®)].

we obtain

/da/Dn( @) dcoé (co)e —~BH[pg" 4]
_ V] ]/d /D @ 1—/de w_1 O
- ¥o a n n H[SOO] 822

(a)
1 a a
. </ APz \/—wagz ) o PHIR +1' )]}. (4.8)
o]

Each kink solution, independent of a, contributes equally to the integral,
hence we may replace cpo by ©o, and integrate the parameter a only over
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4 The system with kink interface

T

the interval [—Z, T], known as a regulation, then (4.8) becomes

ST A D 1 Do
T H[SOO]/DU{5< d xnm§>

L 0%\ _
1= D BH[po+n] 4.
(1 e 52 ) e o

In order to see how the d-function influences the functional integral, we ex-
pand the fluctuation 7 in the eigenfunctions n; of the fluctuation operator K

with
n= Z CiTli,

i
where ¢; are the expansion coefficients. Accordingly, the functional measure
becomes

Dn — Ndcg H de,,,

where N is a constant, which ensures the equivalency of the transformation,
then the functional integral in (4.9) can be written as

[ova( [ g %e) o [ous( [aremSen)-
—>/\//dco5(00)/Hdcn---=N/Hdcn---, (4.10)

where we used the orthonomality relation

/ AP min; = 6;.

The reformulation in (4.10) basically means that the J-function filters out
the translation mode. For this reason we can rewrite (4.9) as

1 (92900
TV H Dn(1— [ d” Y Y0 ) o—BH[po+n]
[900] /NJ- n ( / T H[SDO] 022 ) € )

where the symbol Nt indicates that we shall integrate over the subspace
only containing fluctuations orthogonal to the translation mode, rather than
the space made up of all the fluctuations. With an added source j € N+, the
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4.4 The spectrum of the fluctuation operator K(y)

generating functional Z of (1) can be written as
Z(j) 1 —5H N’ ( / L1 8% (5>
2] —T\/ ol 2 J(1- [ dPs 2
(0) Vdet K’ Hlpo] 022 0]

</ e oy o] 74 )

- exp <%/dede'j(x)61K;x}j(x/)>, (4.11)

where N’ is an unimportant renormalization constant; the new fluctuation
operator
K/ - KlNJ_

does not possess the translation mode and is thus invertible.

4.4 The spectrum of the fluctuation operator K(y)

To derive the propagator K'~!, which clearly plays a important part in the
functional integral, our first step is to analyze the spectrum of the fluctuation
operator K(gyp), i.e. to solve the eigenvalue equation

K(go)n(x) = An(x)

LGP (%z)] B@) = (@), (412)

ie. |—V?—
ie 5 5
which has already been thoroughly studied[24. In the following we would
just like to summarize the result. To ease the problem, we divide the K(y)
in two parts, i.e. }
K(po) = —APY + K,

where K only concerns the z-component of z

2 3 2
= —82 n;O + %tanh (%z) )

With the separation of the variables method, we establish two eigenvalue
equations

—AP D) = Ganfy() (4.13)

and

Kije(2) = &7e(2), (4.14)
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4 The system with kink interface

then (4.12) is solved by

Nig (%) = 15(2)7e (2),
with the eigenvalue
Aiie = Gi + €.
Remember the periodic boundary conditions for Z € [0, L]”~1, we obtain for
(4.13) the discrete spectrum

with the normalized eigenfunctions
- 2
ne(T) = L= exp (1%77 : :Tc') , ¥ o, L]P

The eigenvalue problem (4.14), reformulated as

{_h_282 ﬁzno [3 tanh? (%2) - 1} } Ne = h—2§77§,

QTTLQ

can be recognized as the Schrodingier equation for a particle in a one di-
mensional potential well. This is an exact soluble problem, it turns out to
have both discrete and continuous eigenvalues. Together with the normalized
eigenfunctions, the solutions are

0-0 et (1)
&= gmg, e, (2) = ﬁtanh( 5 > sech (?z)

& =mg +p* with p € R,

and

. 2 3
7, (2) = Npe'?* [2}92 + % — §mg tanh? (%z) + 3imop tanh (%z)} )

where the normalization constant !
1

N, = [27(4p* + 5mip® + mg)] "2,
makes sure that

dz 7, (2) e, (2) = 6(p = p').

As mentioned in previous sections the fluctuation operator K(yg) possesses
one zero mode, that is

1-D 3m0 2
og, = L7\ g~ h(z)'
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4.5 The propagator K'~*

4.5 The propagator K/

With the spectrum of the fluctuation operator K we can construct its inverse
kernel using the form

/
1 *
KL= 3 o).

/
where the prime symbol in means we should throw out the translation

mode here, otherwise K would not be invertible, then we obtain

L? 3 2 o
= o 3 e (1 e (222)

1 i25(F-7) = o\
+/dp Z 471.2”2 lL ( )nfp(z)ngp/(zl)} (415)

+m3 + p?
For x = 2/, we get

L? 3m
K-l — [1-D 210 o ohd < )
” Z Ar2p2 8 2

70

m() mo mo
+ Z 4ﬂ2n2 n m 1 tanh? <72> sech? (72>

0
+/dpz !
i T g+

with |7, ()]? in the last term calculated as

2|ﬁ§p<z>|2}, (4.16)

p

17, (2)]
= NZ?|2p* + "G _ §mQ tanh? (@z> + 3imgp tanh <@z> 2
N (P T T 5 2 op 2
9
=N [41) + 5mp? + my — 3(mg + mZp?)sech® (?z) + Z—lmésech4 (%z)]

1 2 4 2 2 2 (1o 9 4 pd (T
=5 - N [3(m0 + mgp”)sech (77;) — Zmosech (72) :
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4 The system with kink interface

Now K’-! can be neatly summarized!” as

K'.! = Csech* <%z) + Cysech? (%Z) + Co, (4.17)
where
L2 3m0 1 3m0
R Oy
i#0 dmen® 8 i 4L2 + i o 4

1 3m
_ 71-D 0
02 — L [Z 47r2n2 + m% 4

1
- [ o 3Nzt mit) Y =

= + m§ + p?

and

1
C :Ll—D—/d
0 o p ; ﬂ2n2+m0+p

pay attention that Cy, C'; and Cs are all divergent, they need renormalization,
which is not going to be included in this thesis.
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5

The loop calculation

I don’t want to talk about time travel because
if we start talking about it then we’re going
to be here all day talking about it, making
diagrams with straws.

— Older Joe in Looper

With the help of the generating functional (4.11) we can easily construct
the Feynman diagrams of (1) using the Feynman rules, where

1 02(j)
(n) = 700 o5 | (5.1)

j=0
For the purpose of the this thesis, we only consider the Feynman diagrams
up to 2-loop order.
Recall that our final goal is to calculate (¢), as we have shown before in
(4.5), it can be further formulated as

(¥) = o+ (n)
= SQ—Wf)tanh <%Z> + (n)
_ 39—”;”2) [tanh (%z) + 39—;;[2)(77% : (5:2)

5.1 The loop expansion of ()

The form of (4.11) tells that we are not working with a simple p?-theory (in
our case, ) any more, but an extended one with terms containing n, 7% and



5 The loop calculation

n*, in particular we havelfl

propagator : —— = ﬁ_lK/_l
3-point vertex : = —Bogo = —Pmo /_390 tanh (%Z)
4-point vertex : — _Bg,

. . 1 82@0 17D\/3go 82 myo
internal point : Q— = _H[goo] 57 = —L o 57 tanh (72> 7

and basically the calculation of (5.1) can be sorted in loop order as
) = C1VT0) + a2(90v/G0) + O(95v/90)
1+ Bi(g0) + O(95)
= 041(\/9_0) + (Oéz - 04151)(90\/9_0) + 0(93\/%), (5-3>

where the terms are presented together with their orders in gy shown in the
brackets, and it is straightforward to identify the diagrams contributing to
a1, 1 and as. For o we have

%—<3+—@,

with the symmetry factor directly given in front of the diagrams, and the
corresponding analytical expression reads

1
— §B_1m0\/3g0/dD:v' KK, tanh (%z’)
— Bt P 3920 /de' K7 o tanh (%z’) :
0

2m vz 9212

It’s easy to show that the order of 87! corresponds to the order of gy in
a certain way, since both of them indicate the loop order, for the sake of
simplicity we just let § =1 in the following.
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5.1 The loop expansion of (1)

The denominator in (5.3) consists of all the vacuum diagrams, and 3; can
be represented as

1 1 1 1
(OO OO+ o <D

The product a3, simply yields eight disconnected diagrams, they are all
included in as except the diagram in Figure 5.1.

<

—9
Figure 5.1

This diagram, which possesses two internal points, purely results from
the division in (5.3), it cannot be acquired through perturbative calculation,
since we don’t expand the term

1 82@0 )

Hlipo] 02% 6
in the generating functional, thus at most one internal point can be involved
in a resultant Feynman diagram. In consequence, the subtraction of a0
from «y cancels all the disconnected diagrams in as, yet also attaches the

extra diagram in Figure 5.1 to the order of gg,/go, the expression of which,
that is ap — a1 41, as a result, can be summarized as

Vo oo -0

+ ] ;] P

8 6 4
1 1 1 1 <)
t 3 +§§*§‘©‘@5 2
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5 The loop calculation

5.2 The Calculation of (n) to order /gy

The 1-loop diagram

in oy has already been studied!”!, and the solution is found as

M _ V3% ) |2 mo Mo 2 (Mo
ay’ = {[SC’ltanh< 5 z) + (Co + Cy) 5 z] sech ( z)

mo 2

+ Cp tanh (%z) } (5.4)

Now we only have to evaluate the second diagram in oy

Following the same strategy to solve the 1-loop diagram, we can create a
differential equation by multiplying the diagram with the fluctuation operator
K’, and we obtain

K’a§2)(x) = /de" K;x,,a§2)(x”)
2

_ _p-pY% / P! 4P K. K72 anh (52)
2m0 82/2 2

A a2
= P 3goa—tanh (ﬂz)

2mi 922 2
= LlD—‘ng tanh (%z) sech? (?z) : (5.5)

Note that the solution of this inhomogeneous differential equation doesn’t
contain homogeneous part due to the definition of K’. But in order to use
the variation of the constants method we need to extend (5.5) to the whole
fluctuation space, i.e. we replace K’ by K. This won’t cause trouble, since if
the resultant special solution contains component in the translation mode,
we can simply remove it. With the ansatz

04§2) = sech? (%z) f,
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5.2 The Calculation of (n) to order /g0

the left-hand side of (5.5) can be rewritten as
2mg tanh (@z> sech? (ﬁz) f' — sech? <@z> 1",
2 2 2
so that (5.5) becomes

2myp tanh <?z) = f"= Ll—DViQO tanh (?z) |

and the solution for f can be easily identified as

390 .
8m0 ’

f — LI—D

hence a§2) is solved with

() LlD' zsch2<72).

8myg

This solution lies obviously in N, since

/de 0452)77650 = 0.
(1)

Apply the results of oy’ and oz?) in (5.2), with (n) up to order ,/go, we are
able to reveal () as

3m? m
(o) = 2t (%502) 25 (o + O/

3m0 mo L o
— tanh [ — O
m [an ( 5 + 3m%< ay +oz1 )4 (904/9 ))]

) 320{%}1(%)_29_[( Crtanh (7202)

(o 3 - ) (322) - ot (522) + 0t .

where we only considered the 3-dimensional case D = 3.
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5 The loop calculation

5.3 The Calculation of selected diagrams in order go./go

The easiest 2-loop diagram to calculate would be

/ D 1 1D _n I—1mrr—1 —1 —1
:mOgO 390/d €T d T KIIHKIHJS"KI’I"KI’I’

- tanh (?z') = agl),

because we could still adopt the same method we used for the calculation in
order ,/go. Multiply agl) by K’ and we get

Kol = [ K0l o)
- m“g‘]@/ 4”2’ dPa" AP K Ky K Kl b KL tanh (507
= X magny/Bgn [ 4%’ R tanhs (02
= oK af", (5.6)

directly inserting (4.17) and (5.4) in (5.7) yields

K'ag) = go;ﬁ% [C’lsech4 (%z) + Cysech? (%z) + Co}
. { EC& tanh (?z) + (Co + Cg)%z} sech? (%z)

+ Cp tanh (%z) } (5.7)
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5.3 The Calculation of selected diagrams in order go./g0

Again we replace K’ by K and apply the variation of the constants method,
then instead of (5.7) we write

21mg tanh <%z) sech? (%z) ' — sech? (%z) " =
W30 |20 tany (7502 soht ("22-)
+ (20102 + 0001) tanh (“202) sech (“202)
(36001 + o )t (752 soct (%522)

+ C1(Co + 02)@2 sech® <@z>
2
m

+ CQ(C() + Cg)—Z SeCh4 (70 )
+ Co(C() + Cg)—Z sech2 (? )

The inhomogeneity on the right-hand side of (5.8) consists of seven summands
Si, t=1,---,7, where

1 = 02 0 (792 secn ("0
Sy = goﬂ\{j;% ( CCy + 0001) tanh (77;0 > sech? (%z)

S3 = g0v/390 ( CoCh + 0002) tanh (77;0 > sech? (%z)

mo
2)

z

?)

S4 =

J0 3g0 C1(Cy 02)702 sech® (

_ 9o 390 Cy(Cy + 02)—2’ sech? (

N———

SERSERSE

86 = 90 390 Co(Co + 02)—02 sech? (
mo 2

V3
JoV 290 C§ tanh <@z) .
mo 2

S7 =
Accordingly we can make seven ansatzes f; for them, then we solve

2mg tanh (%z) sech? (%z) fi — sech? (%Z) fi' = si
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5 The loop calculation
separately, and the solution for (5.8) can be simply given as
F=> f

The ansatzes for ss, s3 and s; are already found in the calculation of the
1-loop diagram ozgl), the solutions are

2 gov/
f2 go 390 ( 0102 + 0001) tanh <%Z>
3 md 2
Vo
fz = JoV290 ( CoCh + COCQ) -0,
mg 2
fr= go—gCg [sinh (mgz) + mez] .
2mg
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5.3 The Calculation of selected diagrams in order go./g0

For the rest of the summands we can utilize the function DSolve built in
Mathematica®® to solve the differential equations, the results are

V3
= gogmggo Cc? [2 tanh (%z) + tanh (?z) sech? (%z)]
90390
105m3

+ 3mgz cosh(2mgz) + 72mgz In (1 + e_moz) — T2L1i, (—e_moz)
— 36myz1In [cosh <%z>} —481n [cosh (%z)} sinh(mgz)

—61In [COSh (%z)] sinh(2mgz) — 15mgzsech? <%z>

fa=

C1(Cy + 02){6 sinh(mgz) + 24mgz cosh(myz)

40 tanh (%z) + 18mgzz}
~ 90V/390

30m3

+ moz cosh(2mgz) + 24mpz In (1 + e’moz) — 24L1i, (—e’moz)

— 12mpz1In [cosh (%z)} —161n [cosh (%z)} sinh(mgz)

—2In [cosh (?z)} sinh(2mgz) + 6m822}

fs = Cy(Co + C’z){Q sinh(mgz) + 8mgz cosh(mgz)

90390

24m}

+ moz cosh(2mgz) + 12mpz In (1 + efmoz) — 12Li, (—e’moz)

— 12mpz1In [cosh (%z)} —161n [cosh <%z)} sinh(mgz)

—2In [cosh <%z)] sinh(2mgz) + 3miz? — Smoz}.

fo=

Co(Co + Cy) {2 sinh(mgz) 4+ 8myz cosh(mgz)

It is still not time to take a breath yet, since, as we mentioned previously,
the result may contain component in zero mode, which should have the form

\ - sech? <%z> ,

where A is just a constant, and in this case, we should get rid of it, that is,
to find out the . Note that the solution in the whole fluctuation space has

the form m
f - sech? (702> ,
hence the final solution, which lies in N+, could be written as

(f — A)sech? <%z> ,
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5 The loop calculation

which fulfills
D 2 mo
/d x (f — N)sech (72> Noe, = 0,

or equivalently

)\/de sech* (?z) = /dDI f - sech? <?z) . (5.9)

At first glance there are indeed many terms in f;, but as we further scru-
tinize each one of them with the consideration of (5.9), it is not hard to
see that only the even functions in f; contribute to the zero mode; with
that in mind, the only terms need to be considered are those containing
mozIn(1 4+ e™™0%), Liy(—e ™%) and mgz?, whose coefficients seem always
have the same proportion 4 : —4 : 1 in each f;.

We could immediately start calculating the A, but first we need to ex-
tract the even part from mgzIn(1 + e "°*) and Liy(—e ™0%), which can be
separately obtained as

% [mozIn (14 e7™%) — mozIn (1 + €™%)]

1 14 e7mo?
= —mozln ——
2 1 + emoz

1 1 e—moz(l + emoz)
= —Mpr 1n
20 1+ emoz

1
= —§m322

and

% [Lip (—e~™0%) + Liy (—e™)]
-1 :Lig (—e~™) + Liy (_elmoz)]
A -t
-3

Together with the right coefficients, the relevant function in each f; con-
tributing to the zero mode is proportional to

1 171 2 w2
" <—§m322) . [—§m322 - g] rmi2 = (5.10)
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5.3 The Calculation of selected diagrams in order go./g0

and the rest is to let (5.9) do the job, so we simply find that
)\i X =,
where \; corresponds to f;, e.g.

1890 390 7'('2
My = — VI (O 4+ Cy) —
4 105m3 1(Co+ 2)3’

1)

and so on. Then finally aé can be summarized as

af = sech? (%z) Z(fl = Ai),

(2

(5.11)

and the matching \; for those f;, which don’t contain even functions, are

simply zero.
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5 The loop calculation

To be more exact, we write down the final solution

V3 1
agl) = gomggo sech? (%z) {ngtanh (%z) sech? (%z)

1 2 (Mo
+ ?C’l(C’o + Cy)mgpzsech <72>

4 P 2 mo
—I— (@0102 + ?C()Cl —f- 501) tanh <72>
(2t 2o+ 2ot + 200+~ inh(mz)

1270 T g5 OY1 T 502 T g2 T e ) ST
1 4
— (—Cg + éCOCH + §COCQ + iClCQ + —022> mgzcosh(mgz)

3 1
2
( C3 +350001+400002+350102 %

—C. ) mozcosh(2myz)
2 2 Mo
+ (—CO + —0001 + —0002 + —0102 + —02) Moz In [cosh (72)}
< 2 + 0001 + 0002 + 0102 + O ) sinh(moz) In [cosh (?zﬂ
( 02 —|— 0001 —|— O()CQ + 01(12 + 02) sinh(2mgz) In [cosh (7,2)}
- (503 + 50001 + EC{)CQ + 50102 + 5022) moz In (1 + e—mgz)
1 24 13 24 4
+ (—Og + —0001 + —0002 + —0102 + —022> L12 (_e—moz)
02+ GOC + 300 + 600 + 02 m2z?
8 35 0t P T gs 2 50
5
+ (gCg + 50001 + gC(]CQ> moz
2

1 6 13 6 1
+ % (gCS + £CoC’1 + ECOCE + £0102 + 5022> }

Intuitively we would like to try this method with all the rest of the diagrams
in order go,/go, hoping that we could go further. The good news is that we
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5.3 The Calculation of selected diagrams in order go./g0

can indeed still solve three more diagrams. The first one is

3
/ D_ 1 1D 1 1D 1 yri—1 1—1 1—1 /—1 1—1
- — <m[) 390) /d X d €T d x Kxx"’Kx’”J:”Km”x”KCIZ”’x’Ka:’x’

- tanh (?z”’) tanh <%z"> tanh (?z’) = al?,

without repeating the arguments, we write
K'al? = / APz Kol ()
— <m0 390> 3/ de/ le’” le‘m de//// K ””K/—l K/—l K/—l
‘K’ KL tanh (ﬂz'"> tanh (@z”> tanh (@z’>
3 mo D, s 1D 1 yri—1r—1 I—1yrr—1
= — (mg 3g0> tanh <7z> d7z'd"2" K K, K K-
- tanh (ﬂz"> tanh <@2'>
2 2
m 2
= —mg+/3¢go tanh (7()2) (a§1)>
m
= —mg+/ 3¢9 tanh (70,2)

. %gg{ ECl tanh (%z) + (Co + Cg)%z] sech? (%z)

2
+ Cp tanh (?z) } ,
follow the same routine, we obtain
2mg tanh <%z) sech? (?z) f" — sech® (?z) il
390v/3 4
= _20VEI ek (ﬂz) —(C? tanh® <@z) sech* (@z)
mo 2 9 2 2
4 mo mo 4 mo
3 5+ tanh () sech (322)
+ 301(00—1—02) 5 z tan 5 %) sec 5 -
2 4
+ (Co + 02)2%2288(3}14 (%z) + §C’001 tanh? (%z) sech? <%z)

+ Co(Co + Cg)%ztanh (%z) sech? (%z) + C2 tanh® (?z)} . (5.12)
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5 The loop calculation

Then we try to find the ansatzes for the six summands s; of the homogeneity

n (5.12) with
S1 =
So =

S3 —

S5 = —

20

490 390 C’2 (@z> sech? <@z)
3m0 2

2
490\/ 390 290V 290 ~
1

mo

(Co + C’g)—zta h? < 5 ) sech? (%z)

_390—\/3_90(00 + CQ)QTOZQ tanh (70z> sech’ <%z)

490 vV 390
390 v 390
mo

———(Cy(C| ta (?z) sech? <%z)

Co(Co + C’g)?z tanh? (?z) sech? (%z)

390v/3
_290vgo gOC’gtanh?’ (%z),

mo



5.3 The Calculation of selected diagrams in order go./g0

and the solutions are
2003
fi= —%Ci [tanh (%z) + tanh? (%z)]

290v/390
105m 3

+ moz cosh(2mgz) + 24mpz In (1 + e_moz) — 24Li, (—e_moz)
— 12mpzIn [cosh (%z)} —161In [cosh (?zﬂ sinh(mgz)

fo=——"—-C1(Cy + 02){2 sinh(mgz) + 8mgz cosh(mgz)

—2In [cosh (?z)] sinh(2myz)
— 80 tanh (%z) + 6mgz2}

9oV 390
30m3

+ moz cosh(2mgz) + 84mpz In (1 + e_moz) — 84Li, (—e_moz)
— 16mgzIn [cosh (%z)} —161n [cosh (%z)} sinh(mgz)

fs =

(Co+ 02)2{2 sinh(mgz) 4+ 8mygz cosh(mgz)

—2In [cosh (?z)] sinh(2myz)
— 15mp2? tanh (%z) + 21m322}

fi= zgg\/?o 4 [3moz — 4tanh< 5 )]
90v/390
40m

+ Moz Cosh(QmOz) — 36mpz In (1 + e’moz) + 36Lis (—e’moz)
— 12mpz1In [cosh (%z)} —161n [cosh (%z)} sinh(mgz)

—2In [cosh (?z)] sinh(2myz)

f5 = CO(C’O + Cy) {2 sinh(mgz) + 8mgz cosh(mgz)

— 9mgz? — 15moz}

390v/390 . mo
fﬁ = _Q—Tn?’cg sinh (7,2) .
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5 The loop calculation

After removing the component in zero mode using (5.11), we get the final
solution

V3% 8 32 2
o = gomggosechQ (@z) { (-0001 ~ G0y - —(112) tanh (?z)

2 7 9

2 3

Mo
ngtanh?’ (7,2) 5

4 11 4
OO+ —CyCy + ——
105091 5o 02t 15

16
105

Cjsinh (%z)

7 1 .

+ (@Cg + 0102 —+ 1—5C22> smh(moz)
7 11 16 1

+ (BCOZ + C()Cl + 1—50002 + 1—050102 + EC%) m()ZCOSh(m()Z)

7 2 11 2 1
L2 O+ o CoC + ——Cy O + (2 h(2
+(120 0 o5 0 T gp 0 T s 1 T g 2)m0zcos(m0z)
5 8 41 8 8 m
(202 4 200, + —-CoCy + —C1Cy + —C2 1 [ h(—O )]
<6°+3501+3002+3512+15 2>m°anOS 2~

32

14 22 32
- (EOS + 1050001 + 1—50002 +—

105
4
105

C1Cy + %022) sinh(mgz) In [cosh (%z)]

7 4

11 1 m
— =C? —_ —C? ) si 0
(6000 + 1050001+ 6OC’OCQ+ CCy + 1502) sinh(2myz) In [cosh( 5 z)}

19 16 a7 16 14 o
+ (1—003 + 50001 + 1—00002 -+ 50102 + 3022) moz In (1 +e 0 )

19 16 47 16 14 o
_ (1—003 + £C()01 + ECOCQ + £C’102 + ECS) Lis (—e 0 )
19 4 47 4 7
+ (EOS + 50001 + 4_00002 + £0102 + 1—0022> mgzz
3 3
_ (gCg + 20001 + goocg) moz

(19 , 4 A7 4 T

The diagram

? ) = P8 59 [ 4Py 4Pa KIAKIL KL,
my

82 mo 3
. @tanh <72') = Oéé )
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5.3 The Calculation of selected diagrams in order go./g0

can also be solved, start with
Kol = /de’” K. _.al¥(z")

1 D90v390 dD /dD //dD " K/ ///K, 1 K/ 1 K/ 1

2m0 /// ”I” (E”:E’
82 mo ,
oz tanh (5)
_ Ll DgO\/ggoK/ 1 dD ,K;rla_Z tanh <m0 /)
2m 022 2
= gk af”
V3
= Ll_Du [Clsech4 <@z> + Cysech? <@z> + C’O} 2z sech? <@z
8my 2 2 2
we obtain
2mg tanh (%z) sech? (%z) f" — sech® (%z) il

_ D 90v/390 [

Cysech? <@z> + Cysech? <@z> + Co}
8m0 2 2

- zsech? <%z> , (5.13)
and for the summands s; of the homogeneity in (5.14) with

=[P g08 C’1 sech®
mo

V3
— [P 908 g0 Cyz sech?
mo

N

=[P g08‘ C 2 sech?
Mo

W

/N 7 N 7N

SERCEREE
o (=) o
N— \N/ N—
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5 The loop calculation

we separately found the solutions

f = LD 90390
! 420m

+ 3mypz cosh(2mgz) + 72mgz In (1 + e’moz) — T2Li, (—e’mo‘z)

— 36mpz In [cosh (%z)} —481n [cosh <%z)] sinh(mgz)

—61n [COSh (%z)} sinh(2mgz) — 15mgzsech® (%z)

4 {6 sinh(mgz) + 24mgz cosh(mgz)

+ 40 tanh (%z) + 18m322}

fy = —I}D 90390
? 120m}

+ mgz cosh(2mgz) + 24mgz In (1 + e_moz) — 24Li, (—e_moz)

— 12mpz1n [cosh (?z)} —161In [cosh (?z)] sinh(mgz)

—2In [cosh (?z)] sinh(2mgz) + 6m322}
Jov/390

96mg

+ mgz cosh(2myz) + 12mgz In (1 + e_moz) — 1211, (—e_moz)

— 12mgzIn [COSh (?zﬂ —161n [cosh (%z)] sinh(mgz)

—2In [cosh (?zﬂ sinh(2mgz) + 3m2z* — Smoz}.

02{2 sinh(mgz) 4+ 8mygz cosh(mgz)

fs=-L""

Co { 2sinh(mgz) + 8mgz cosh(mgz)

Again we need to remove the component in zero mode, same as before, to

o4



5.3 The Calculation of selected diagrams in order go./g0

obtain the final result

V3 3 2
ay) = LlD—gOm%gOsech2 (?z) {@C'ﬂnozsech2 (%z)—ﬁatanh <%z

1 1 1 .
— (ECO + %Cl + %CQ) Slnh(moz)

1 2 1
_ (EOO + %Cl + BC’Q) mozcosh(mgz)

1 1 1
_ <%CO + EOCl + EOCQ) mozcosh(2mgz)

3

+ (éCO + 3501 + 1—106’2) mopz In [cosh <%z>]

1 4 2 . mo
+ (600 + gCl + EC&) sinh(mgz) In [cosh (Tz’)}

1 1 1 ) m
+ (@CO + 7—001 + @Cg> sinh(2mgz) In [COSh (fz)]

1 6 1 s
- (gCo + gcl + 502) moz In (1 +e 0 )

1 6 1 R
+ <§O() + %01 + 502) LIQ (—e 0 )
1 3 1 1
— (3—200 + %Cl + 2—002) ngQ + 3—200m02

(1 3 1
Another diagram

_p90V3 2
—_J! Dg(JQm%QO <m0 390)
/EWMMMWKQK%MQM%,
92
tanh (2227 tanh (2227} 2 tanh (Z0.1) .= al?,
2 2 022 2 2

is solved as well, actually its structure is quite similar to 04;2), it might be
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5 The loop calculation

boring, but we have to repeat the same routine over and over again, that is

K/aé _ /dD " K/ ,,,,ag)(x"”)

_ _Ji-D 902\/ 3290 (m() 3go> 2/ dP2 dP2" AP 2" P " K/ ////K;///l/m///
m

0?

1 1 1 0 0

K K Tk tanh (20 5 ") tanh( 22 ) o tanh (507
V3

_ _Ll—DgO2 290 (m() 39 tanh /dD /dD " K/ }IK/HINK/ 1
my

mo 4 82 0
- tanh (72 ) @tanh (72 >
= —mop+/3¢go tanh (%z) agl)a?)
= mgy+/3go tanh (%z)

2
S L D;?gf 2 sech? <%z) { [501 tanh (%z) + (Co + Cg)%Z] sech? (%z)

0
+ Cp tanh (%z) },

then we have

2mg tanh (?z) sech? (%z) f' — sech? (?z) 1
= Lnggg— ‘?)goz tanh (%z) sech? (%z)

Mo
2 m m m
: { [gCl tanh (702> + (Co + 02)704 sech? (702>
+ Cp tanh <%Z> }, (5.14)
again we write down the three summands s; of the homogeneity in (5.14) as

sy = L' D‘qomC’lzt nh? <7z> sech? <%z>

4m0

390v/3
sy = L 9016 g0 (Co + Cy)2” tanh (%z) sech’ (%z)
390V 3
=[P 50 gOC’ tanh? <—z> sech? <@z> ,
8m0 2 2
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5.3 The Calculation of selected diagrams in order go./g0

then we found the solutions

£ = _LlfDQOV 390
! 420m}

+ moz cosh(2mgz) + 24mpz In (1 + e_moz) — 24Li, (—e_moz)

— 12mpzIn [cosh (%z)} —161In [cosh (?zﬂ sinh(mgz)

—2In [cosh (?z)} sinh(2mgz) + 30mgzsech® <?z)

Ch {2 sinh(mgz) 4+ 8myz cosh(mgz)

— 80 tanh (%z) + 6m322}

90V 390

120m}
+ moz cosh(2mgz) + 84myz In (1 + e_moz) — 84Li, (—e_moz)

— 12mgz1In [cosh (%z)} —161n [cosh <%z>} sinh(mgz)

—2In [cosh (%z)] sinh(2moz) + 21maz* — 15m2z*tanh <@Z>}

2
f _ _Ll—Dgo V 390
’ 160m}

+ moz cosh(2mgz) — 36mgz In (1 + e_moz) + 36Lis (—e_moz)

— 12mgz1In [cosh <%z>} —161n [COSh (%z)} sinh(mgz)

—2In [cosh (%z)] sinh(2mgz) — 9m22? — 15moz},

fo=-L""P

(Co+ Cg){Q sinh(mgoz) 4+ 8myz cosh(mgz)

C’O{Q sinh(mgz) + 8mgz cosh(mgz)

and after taking out the component in zero mode, we receive the final ex-
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5 The loop calculation

pression
Vo
ag?’) D IVER 2 (mo ) —Cymgzsech? <@z>
mg 2 14 2
1
— §(00 + Co)miz*tanh (%z)
1 .
(24000 + mCl + Cz> smh(moz)

+ ( Co + ﬁCl + CQ) mozcosh(mgz)

7 1
+ (48000 + 4—2001 + EOC2) moZCOSh(QmoZ)

( Cy+ 3501 + Cg) moz In [Cosh <%z)]

<30 Co + —Cl + Cg) sinh(mgz) In [cosh (%z)]

105
! —C —l—LC + C sinh(2mz) In [cosh <@z)]
240 " " 210 ! 2 0 2

19 7 e
i (4000 * 7oC1 " 1002) mozln (1+7)

— <—C() + —Cl + —Cg> Lis (—eimoz)

7 3
(16000+7 Cl+ CQ) Z _S_QCOmOZ

19 7
B ? (16000 * 70Cl * 02)}

So far we have worked out four diagrams in order gg,/go, yet trivially, we can

still solve the disconnected diagram in Figure (5.1), we name it oz , which
consists of two parts, note that we have already calculated one of them,
that is 0452), and the other part is already done within the framework of a
dimensional regulation by Hoppel? i.e.

@—C -0 [0.795774716(2) -1072 In(moL) 4+ 0.578689881(6) - 10’1}
Mo

+ O (moLe™™") + O(e),
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5.4 A glimpse of the unsolved diagram

where € = 3 — D, hence

o) = _p1-pIVd% 3gozsech2 <@z>
2 8m? 2

: {[0.795774716(2) +107%In(moL) + 0.578689881(6) - 107"
+ O (moLe ™") + 0(8)}.

The rest unsolved diagrams in 2-loop order require different approach, which
might exceed the scope of a diploma thesis.

5.4 A glimpse of the unsolved diagram

You might be curious about how to riddle the rest of the 2-loop diagrams,
personally I would prefer to look for a shortcut to ease the problems ahead,
but wether it’s feasible really depends on the luck of the draw. However, as
a backup plan, we could always try to solve the integral more directly, and I
can illustrate this point by knocking on the diagram

—OQ = Moo/ 390 / dPa’ dPz" K5 (K;;;")Q Ko
- tanh (?2") = ag6)

a bit.
Remember the spectrum representations of the propagator K;;} and K/!

are already given in (4.15) and (4.16) respectively; we could of course apply

them in 0456) straightforwardly, or we could first convert the integral to a

differential equation just like before

K ozgi) = / dPax" K;w,,,agfi)(x”’)

x/m// I/x/
_ mo D 7 1—1\2 r1—1
= Mmogo\/ 390 tanh 72 d”z (Km,) K. .
then, as you can see, it all comes down to the evaluation of the integral

/ dPa (KK (5.15)

= Mogor/ 390 / dPa’ dPz" dP 2" KK, (K’_l )2 K’ L tanh (%z”)
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5 The loop calculation

but doing which is not as easy as it looks like. After inserting (4.15) and
(4.16) in (5.15) we obtain the integral

: L2 3 2T =2
/dD.fE/ L3(1—D) {2 47T2n2 %el%n(:ﬂ—x )SeCh2 (?Z) SeCh2 <%Z,>

n

471' n2 + mO 4
- tanh <%z> sech (%z) tanh (%z’) sech <%z'>
2
Ty
+ d elfn(xfa:)~ A7 (2
/ p ; 47T2n2 +m0+p 775,,( )ﬁgp,( )
L2 3m0 4 (Mo ,
' {Z 472n? 8 sech <7Z>

70

1 3m0 my mg
+ Z 47T2n2 4 tanh? (72') sech? (72")

+/dp Z 47r2n2 2’ﬁ§p(21)|2}7

which can be further divided into 18 integrals. To carry out the full calcula-
tion, approximations and numerical methods might be needed; the relevant
techniques could be found in Hoppe’s doctoral thesis!6l.

T Z 3mo AT A(E—T)
7
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Closing Words

I was sort of relieved as Mr. Miinster allowed me to close my work like this,
which means I must have done something right. It took me around two years
to finally grind out this thesis, that is definitely much longer than what is
really needed, and then I realized that no great achievement is possible with-
out persistent work; ennui might be inevitable at some point, no matter how
overwhelming the initial interest seems to be, therefore certain willingness of
enduring boredom becomes essential.

Anyway, this thesis can be regarded as the follow-up study of Képf’s the-
sisll. We followed a statistical field theory approach to study the interfacial
roughening. The perturbative calculation based on the kink solution defines
the interfacial profile, which is the key to investigate the interface width;
attention ought to be paid while establishing the Feynman diagrams, which
can all be traced back to the carefully prepared generating functional. The
correction I added in the one-loop approximation is negligible for large inter-
face size L; I only managed to solve some of the Feynman diagrams in 2-loop
order, basically I adopted the same technique that Kopf had used in his the-
sis, that is, I turned the integrals into inhomogeneous differential equations,
which can be worked out via the variation of the constants method, the so-
lutions to the corresponding Feynman diagrams then easily follow. The rest
of the Feynman diagrams are more stubborn to deal with, in general, solving
them must be a tour de force if no tricks are applied in advance, yet in my
opinion the following diagrams

—OO =00 (e

should have the same difficulty due to the similarity in their topologies. On



Closing Words

a more complex level lie these two diagrams,

S <

especially the latter one, which is probably the most difficult diagram in the
2-loop category.
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