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Chapter 1

Introduction

The Standard Model of particle physics (SM) is a very successful theory, which describes
three of the four known fundamental forces with a high precision. After the discovery of
the Higgs boson (or a particle consistent with its properties) at the Large Hadron Collider
(LHC) [1, 2] the last particle that was predicted by the SM is found. Yet there is still a
number of unsolved issues within the Standard Model as well as experimental observations
that can not be explained by the SM. This leaded to the proposal of many different theories
beyond the SM (BSM) with new interactions and particles. The search for such new physics
is one of the main purposes of the LHC. Since all BSM models have to incorporate the SM
as a low energy effective theory, all BSM processes are very likely suppressed. Thus, BSM
events are expected to be rare even at the energy of the LHC and looking for them in the
huge number of total events can be very difficult.

One class of well-motivated BSM models are the left-right symmetric extensions of the SM.
They could lead to rather distinctive signals at the LHC.

A strange aspect of the SM is the maximal parity violation by weak interactions. While
electromagnetic and strong interactions preserve parity, the Z and W bosons couple only to
left-handed fermions. Left-right symmetric models (LR models) were originally introduced
to explain the parity violation and to restore parity at high scales [3, 4, 5, 6, 7]. In LR
models an additional SU(2)g is spontancously broken at a scale that is much higher than
the electroweak symmetry breaking scale. The spontaneous symmetry breaking introduces
three new massive gauge bosons Zx and Wj%t additionally to the three massive gauge bosons
of the SM.

Another issue of the SM is the experimental observation of neutrino oscillations, which
implies nonzero neutrino masses. Since the neutrino masses are much smaller than the
masses of other fermions, the question of the origin of neutrino masses arises. It was found
that it is possible to connect the generation of very light neutrino masses with the parity
violation in LR models via the seesaw mechanism [8]. Additionally to three light neutrinos
the seesaw mechanism also gives rise to three heavy Majorana neutrinos.

Their existence together with the additional right-handed gauge bosons leads to the Keung-



Senjanovic process, which could be detected at the LHC. This signal was already studied by
the CMS collaboration in [9, 10] to set limits on the mass of the Wg and the mass of the

heavy Majorana neutrinos.

The aim of this work is to reproduce the CMS results with a different set of public simulation
tools for collider physics. Particularly, the detector simulation of CMS is replaced by a
simpler but also much faster simulation. Once a validated version of the analysis exists, it is
possible to use it for different variants of the LR-model and to combine it with other searches
and constraints from high precision data.



Chapter 2

Theory

This chapter provides a short overview of the physics, relevant definitions and models.

1 Kinematics at the LHC

The commonly used variables to describe the collision of two particles at high velocities are
outlined in this section. A more detailed description of the variables and the conventions
can be found in [11, 12].

CMS uses a coordinate system where the origin is located at the collision point. The z-axis
is in the same direction as the beam, while the y-axis is pointing upwards. The x-axis points
to the centre of the LHC [12]. All the physics is then described relative to the beam axis
(z-axis).

Instead of the polar angle 6 in a spherical coordinate system one uses the pseudorapidity

v (in (2)). -

which originates from relativistic kinematics. To switch from the lab frame to a frame of a
moving particle in the beam one has to use a Lorentz boost in the z-direction. One possible
representation of this boost is

(2) = (i) o) () o

with the rapidity y. A comparison with the standard Lorentz transformation gives

1
cosh(y) = NVinr (2.3)
sinh(y) = v, ! (2.4)



with the velocity in z-direction v,. This leads to

E = mcosh(y) (2.5)
p. = msinh(y) (2.6)
and
_ p=\ _ 1. (E+p:
y-arctanh(E) —2ln <E—pz)' (2.7)

For high velocities the approximation E = p gives the pseudorapidity

ot () A (EO) ()

The pseudorapidity can also be used to define a cone around a particle direction or a measure
of angular separation of two particles, that is invariant under boosts in the z-direction

AR = /(An)? + (A¢)? (2.9)

where Aa = a; — ay is just a difference and ¢ is the azimuthal angle. Additional used
variables are the transverse momentum

PT = 4 /pi —|-p32/ (210)

and the i-object mass distribution

Mparticlel,particle2 ..... particle;, — \/( E pparticlei)u( E pparticlei)u' (211)
7 7

2 Drell-Yan Process

The Drell-Yan process is the production of two leptons [7]~ and some additional final state
particles X through a collision of two hadrons H4 and Hpg like two protons or one proton
and one anti-proton with momenta p; and ps

Ha(pr) + Hp(p2) = 17 +17 + X, (2.12)
It is the prototype for the calculation of cross sections for hadron colliders like the LHC.

Protons are bound states consisting of quarks and gluons (the so called partons), which
interact via Quantum Chromodynamics (QQCD). The coupling constant gg of QCD depends
on the renormalization scale p. With the help of the renormalization group equations one
gets the equation [13]

s () = n (2.13)

(11— 2N;)In (X—Z;)




for the scale dependence of the running fine-structure constant ag = £2, where A is the
strong interaction scale and Ny is the number of effective massless quark flavours. Since the
denominator is positive, it is possible to divide the behaviour of QCD in the following two
regions. Energy scales smaller than A result in large avg. This is the region of confinement,
which leads to the hadronization of coloured particles and can not be treated perturbatively.
i > A decreases ag, which goes to zero for asymptotically large scales ;1 — co. This property
is called asymptotic freedom and it is therefore tempting to set p equal to the energy or
momentum scale of the process ) and to use perturbation theory for the computation of
cross sections at high energies. Nevertheless it turns out that the long distance physics of

the proton can not be neglected in the hadron hadron collisions.

The hadronic cross section oy, g, —1+1-+x can still be calculated by perturbation with the help
of the QCD factorization theorem [14]. It separates the process into the hard scattering of
the partons and a soft part, which is included by the parton distribution functions (PDFs)
f#(x1). The PDF fA(x;) gives the number density (in the infinite momentum frame) of
parton i in hadron A. It depends on the fraction z; € [0, 1] that the parton carries of
the momentum of hadron A. Since it can not be calculated from theory, it is taken from
experiments. In the hard process partons i of hadron A and partons j of hadron B scatter
with the partonic cross section o;;, where each parton carries the momentum py2) = z1(2)p1(2).-
The differential hadronic cross section is then given by the convolution of the partonic cross
section and the parton distribution functions:

1
d0H1H2—>l+l—+X = Z/ dLI?ldil?gsz(J?l)ij(xg)da'ij. (214)
7 o
doy; is the differential partonic cross section, which is at leading order
1 —
do;; = 2—|M|2dPS(2), (2.15)
s

where dPS®) is the phase space of the two final state particles, & the flux factor and |M|?

’ 2s
is the squared averaged invariant matrix element, which is calculated perturbatively.

3 Event generators

This section gives a short overview of event generators, which are used to simulate the final
state of high energy collision at an accelerator like the LHC. It follows the description of [11]
and [15]. More detailed information to event generators and the underlying physics can be
found in the manuals of different event generators such as [15, 16, 17].

3.1 Hard scattering

The simulation of a process starts with the calculation of the hadronic cross section. In
order to do this the generator requires the matrix elements of the partonic cross section.
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This matrix clements are implemented by the user, arc alrecady provided by the generator
or are generated by the event generator itself. They are usually calculated at the leading
order or at next to leading order. Then the hadronic cross section is computed from the
convolution of the differential partonic cross section with the PDFs and the integration over
the phase space. The integration is done with a Monte Carlo method, which at the same
time gives the momentum distributions for the simulated events from the sampling.

3.2 Parton shower

All coloured final and initial state particles of the hard scattering process can emit gluons,
which leads to a rapidly increased number of final state particles (a “shower” of hadronic
particles). It is therefore necessary to include this large number of particles in the simulation
to get a more realistic event. The first approach would be to calculate the hard scattering
process to higher orders in perturbation theory, which becomes much more difficult for every
order. A second possibility is the parton shower, which approximates the probability that a
branching a — b ¢ like ¢ — q g or g — g g takes place. The produced particles themselves
can then also emit. This procedure has the advantage that there is no upper limit on the
number of the final state particles (like in fixed order calculations) and that it is simpler
than the former approach.

The parton shower approach is motivated by the large corrections that exclusive observables

receive from collinear and infrared singularities. A collinear splitting is of order ag(Q) In (%),

if a infrared cut-off defined by the hadronization scale is used. Because of ag ~ ﬁ (see
A

eq. 2.13) it leads to corrections of order unity. Therefore the dominant region of phase space
is a region in which all branchings can be ordered by a virtuality measure. This virtuality
measure typically involves the angle and the energy of the radiation, but it is not unique
and there are different choices in use. One simple choice used in final state showers is the
virtuality ¢ = E? — |p]? since a branching a — cd can not take place if all particles are on-
shell. Each parton is then characterized by its virtuality scale, which gives an approximate
time ordering. For a final state with many partons, pairs of partons can be clustered together
recursively by their virtuality measure to get a branching tree.

This procedure is also the foundation of the reconstruction of jets with sequential recombi-
nation algorithms.

Another property of the dominant region in phase space are the large distances and times
between following branchings. The distances and times increase with every splitting and
suppress interference effects, which is also a motivation to approximate the process by a
composition of probabilities instead of using the whole amplitudes.

Every branching, depending on the definition, decreases or increases the virtuality scale and
if the virtuality scale of the partons exceeds the hadronization scale, the shower evolution is
stopped and the hadronization is simulated.



3.3 Hadronization

The stop of the parton showering and the beginning of the hadronization marks the tran-
sition from short distance physics occurring at a time scale ~ % to long distance physics,
which can not be treated perturbatively. Hadronization (also called fragmentation) is the
transformation of the partons into a set of colour singlets, which takes place in the region of
confinement. Since there is no calculation from first principles available, there are different

QCD inspired phenomenological models in use.

One class of hadronization models are the string fragmentation models or string models like
the Lund model [15]. They are based on the observation in lattice QCD that the potential
between a colour singlet quark anti-quark pair seems to behave like V(r) ~ a% + br. For
large distances r the energy stored in the potential increases linearly with the separation
of the quarks, which is known as linear confinement. When the Coulomb like part of the
potential is neglected, the potential describes a string with a certain tension b. If the quark
and anti-quark move apart, it is envisioned that a colour flux tube is stretched between the
quarks. This colour flux tube is described by the dynamics of a massless relativistic string.
When the energy of the string increases, the string can break by producing a new quark
anti-quark pair, such that the system splits into two quark anti-quark pairs. The process
can be repeated for each of the pieces, providing that the invariant mass of the piece is large
enough. A singlet quark gluon anti-quark system is represented by a string that is stretched
from the quark over the gluon to the anti-quark, so that a gluon is a transversal kink in the
string. The kink carries energy and momentum, which makes the formerly one dimensional
object two dimensional.

With this principles all colour connected partons are linked via strings and then the string
fragmentations are simulated. The information concerning which subsystems of the final
state are colour connected after the parton shower is transferred from the parton shower
algorithm. It is determined in the large colour limit, where any branching of partons can
be represented as a sum of distinct colour flows. The colour information of a quark can be
depicted as a colour line with the arrow in the direction of the fermion flow. A gluon is
represented as two lines with arrows in opposite direction. Figure 2.1 shows the rules for
the colour flows and a simple example for showering a ¢ ¢ pair and producing three colour
connected pairs is given in figure 2.2.

Overall, the string fragmentations happen until only on-shell hadrons remain, which are
represented as strings connecting quark anti-quark pairs. The next step is the decay of all
unstable hadrons produced by the fragmentation, where experimental data is used for the
decay, if it is available.

4 SU(2) conventions

There are some conventions concerning the representations of objects, that transform as
doublets or triplets under one or two different SU(2) gauge groups, which are shown here.
This section follows mainly [18, 19], where a more detailed explanation can be found.
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Figure 2.1: Rules for the colour flows in the large colour limit
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Figure 2.2: Simple example for the colour flow: a ¢ ¢ pair, which was produced in a hard
scattering process, gives three pairs after the parton shower
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The fundamental (two dimensional) irreducible representation, denoted as (2), can be real-
ized by 2x2 matrices U,,. Their generators T;, that span this representation, are conventional
taken to be %ai by choice of phase, where o; are the three Pauli matrices. A two component
spinor ¢ then transforms as

v = U,y (2.16)
under the group action (contracting upper and lower indices).

Another representation of a Lie group is the conjugate representation U denoted here as (2)
with the generators —T™. We use upper indices for spinors ¥*, that transform under this
representation.

It turns out that these two representations are equivalent because all Pauli matrices obey
the relation

CoC™t = —0* (2.17)
with the matrix
. 0 1
C =ioy = <_1 0) . (2.18)
Equation 2.17 leads to
cuc' =10, (2.19)

from which one can show, that C' can be used to raise and lower indices

Pt = CPY, (2.20)

Ve = (C™)apt)® (2.21)

and therefore to switch between the two representations. Instead of C' and C'~! one summa-
rizes them and uses the total antisymmetric tensor € because of the properties €15 = —€y; =

—€!?2 =€ =1 (see 2.18).

Fields, that are doublets under two different SU(2) groups (bidoublets) appear in G(221)
models. Usually they are chosen to transform in the fundamental representation under the
first SU(2) and in the conjugate representation under the second SU(2). This is denoted as
(2,2) and written as

i _ (M he
\Ili_<h3 h4>, (2.22)

where i is the index of the first SU(2) and 7 is the index of the second SU(2).

Another notation that is often used in literature, is the matrix representation ¥ of SU(2)
triplets 0 [19]:

U =—0q 6™ (2.23)



model SU(2), SU(2)s
| () () () ()
| () ()] ()
e | () (5)] ()
| () (i)

Table 2.1: Representations of fermions for different models belonging to the first breaking
pattern (LR, LP, HP and FP models) [20]

where m = 1,0, —1 is the third component of the isospin and

|
o, = 5(01 +i09) (2.24)
0y = 03 (2.25)

/ 1
o, = 5(01 — i09). (2.26)

5 G(221) models

This section mainly follows the classification and the description of [20], where a more
detailed discussion can be found.

The G(221) models are a class of models that are all based on the gauge structure

SU(2), @ SU(2)2 ® U(1)x. (2.27)

This gauge structure can be seen as a low-energy effective field theory of many BSM models.
It naturally occurs in some breaking patterns of gauge unification scenarios like SO(10) or
Egs and extra dimensional models [19, 21]. Examples for models that use this structure are
the left-right (LR), the leptophobic (LP), the hadrophobic(HP), the fermiophobic (FP), the
ununified (UU) and the nonuniversal (NU) models.

These models are spontaneously broken to the SM gauge structure by one of the two different
breaking patterns described below, which give rise to three new massive gauge bosons called
Z' and W'=.

In the first breaking pattern one SU(2) gauge group is identified with the SU(2), of the SM.
The second SU(2) is then involved in the first stage of symmetry breaking SU(2)®@U(1)x —
U(1)y. Then the second stage is SU(2), ® U(1)y — U(1)ep like in the SM. LR, LP, HP and
FP models all belong to this breaking pattern, but leptons and quarks transform different
under the SU(2),. An overview of the representations in the different model is shown in
tabular 2.1.
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model SU(2), SU(2)2
ur, v,
i (@) (=)
NU | 1st and 2nd generation: VL AN generation: VL oL
er dr, er dr,

Table 2.2: Representations of fermions for different models belonging to the second breaking
pattern (UU and NU models) [20]

For the LR models all left-handed quarks and leptons are doublets in the SU(2), and singlets
in the SU(2)g, while the representations for the right-handed quarks and leptons are vice
versa.

LP (HP) models are similar to the LR models, but only right-handed quarks (leptons) are
SU(2); doublets, while the right-handed leptons (quarks) are SU(2); singlets. They can
be seen as an in-between of LR and FP models, because the right-handed fermions are all
SU(2); singlets in a FP model. The LP, HP and FP models are not free of gauge anomalies
and therefore their particle content is incomplete without introducing additional particles
[20].

The UU and NU models have a different breaking pattern, where U(1)x is identified with
U(l)y. Then SU(2); @ SU(2)2 — SU(2), is the first step of the symmetry breaking and
SU2)L @ U(l)y — U(1)ep, is the second. In UU models left-handed quarks transform as
doublets under SU(2); but as singlets under the SU(2), and vice versa for left-handed lep-
tons. The representations in NU models however depend on the generation of the fermions.
Leptons and quarks of the first and second generation are SU(2); doublets, while third gener-
ation leptons and quarks transform as SU(2)s doublets. All representations are summarized
in table 2.2.

UU models also contain gauge anomalies [20], but additional particles to fix them are not
considered here.

After fixing the representations of the fermions all models still contain the freedom to realize
both breaking patterns with different Higgs representations. The number of Higgs particles
is also not fixed. Sometimes more Higgs particles are introduced than needed for the spon-
taneous symmetry breaking. They are used to preserve a discrete symmetry (typically LR
models) or to generate masses for all fermions (typically second breaking pattern).

5.1 LR models

The next section describes the later analysed LR model in more detail and gives some relevant
formulas. The parametrization, formulas and Lagrangians developed in [20] are used, if not
otherwise stated.

The previous introduced Z', W'*, SU(2); and SU(2), are called Zp, Wz, SU(2); and

13



SU(2)g in the context of LR models. Then the LR models are based on the gauge structure
SUR2),@SUR2)rg®U(1)x (2.28)

with the coupling constants g7, gg and gx. This gauge structure was introduced historically
in the 70s to restore Parity conservation at high energies [3, 4, 5, 6, 7], which is possible
when g; = gr holds at a certain scale. Another attractive feature is the generation of
neutrino masses, which arises naturally, because right-handed neutrinos have to be included
to complete the right-handed lepton doublets [3, 4, 5, 6, 7]. Additionally there exists the
possibility to handle the strong CP problem in supersymmetric LR models [22, 23, 24]. They
are also free of gauge anomalies without the introduction of additional particles [20].

There exist two different conventions for the charge X assignments of the fermions. In the
first convention the electric charge is given by

Q=T L pSUOn | x (2.29)
and in the second by
X
Q=15 pSUOn | 5 (2.30)

where Tg UP/m s the third component of the isospin of SU(2).,r and X is the charge
of U(1)x. These are just modifications of the two different conventions of the SM weak
hypercharge Y

Q=T3+Y (2.31)
and
Y
Q=T+ (2.32)

An interesting feature is the possibility to relate the charge X with the difference of the
Baryon number B and the lepton number L, which gives

X = % (2.33)

for the first convention and
X=B-1L (2.34)

for the second convention. This is used in the context of LR supersymmetric models to
preserve and motivate R-parity [19]. We will use the first convention in the following sections.

As mentioned before, the Higgs representation is not fixed by the model and one has to
choose a representation.

Higgs doublets are the minimal solution for the first stage of symmetry breaking and histor-
ically, they were the first ones considered [3, 4, 5, 6, 7.

14



stage | SU(2), ® SU(2)r ® U(1)x | Higgs multiplet VEV
RS 0
L 1.2.4) o= (3) | @=%(,
- (WY AT ~, f[cospB 0
2 (2,2,0) = (h; h (H) =75 0 sing

Table 2.3: Higgs representations and vacuum expectation values for the LR model with
doublets in the first breaking stage [20]

stage | SU((2), @ SU2)r @ U(1)x Higgs multiplet VEV
ot V207 0 0
. — L
L (1,3,1) =% <\/§(I>O —Pt > (@) = V2 <UT O>
- (W) KT _, [cosB 0
2. (2,2,0) H= <h2_ i (H) = 7 0 sing

Table 2.4: Higgs representations and vacuum expectation values for the LR model with
triplets in the first breaking stage [20]

The most common choice is nevertheless a Higgs triplet for the first stage of the sponta-
neous symmetry breaking, which can introduce a seesaw mechanism by generating Dirac
and Majorana mass terms for right-handed neutrinos [8, 25]. This can explain the smallness
of neutrino masses and also leads to additional heavy Majorana neutrinos with right-handed
couplings [8, 25]. Although this is difficult to achieve and needs fine tuning for a TeV
breaking scale [26]. Doubly charged Higgs bosons, which were the subject of many studies
[27, 28, 29], arise also from Higgs triplets. The Higgs triplet approach is used here, because
the following analysis assumes the existence of a heavy neutrino with right-handed couplings
and it is not possible to have Majorana neutrinos in doublet models [26].

The second stage of symmetry breaking is realized by Higgs bidoublets in both cases. Many
LR models have more Higgs bosons than required for spontaneous symmetry breaking like
additional Higgs triplets under SU(2); to preserve a discrete symmetry like generalized
parity or charge conjugation at higher scales [19, 26]. The Higgs representations and vacuum
expectation values (VEVs) for doublet and triplet models are summarized in tabular 2.3 and
tabular 2.4.

The first breaking stage should take place at the TeV scale, because of existing bounds on
the Zgr and Wg mass [9, 20, 30], while the second stage takes place at the electroweak scale.
This plays also a role in the generation of the neutrino masses by the seesaw mechanism. If
no additional Higgs bosons or symietries are introduced, the general Yukawa interactions
of the Lagrangian look like

Ly = Y QrHQL + yp2Qros H* 09Q1 + ynlr Hlp + yilros H o3l + ylfioa®lp + h.c.
(2.35)

with the Yukawa couplings yq1, Yg2, i1, Y2 and ;3. The four Higgs bidoublet terms lead to
Dirac masses for quarks and leptons, while the triplet leads to a Majorana mass term for

15



right-handed necutrinos. After symmetry breaking the mass Lagrangian for neutrinos is

1 A 0 m v
LNeutrinos = 5 |:<VL VR) (m% mg) (Vg)] ) (236>

where mp is proportional to v and mg is proportional to up. Since v < wup, the first

2
. . m
mass eigenstate N has the mass my ~ mp and the second eigenstate v has m, =~ n'lD (for

one family of neutrinos or when the mixing between the families is neglected). The ]éauge
eigenstates can be expressed by the mass eigenstates via a unitary transformation, which
leads to equations of the form v, =~ O(1)v + O(:—%)N and vg ~ O(1)N + (’)(Z—;DV)V. Thus,
the mixing effects of the unitary transformation can be neglected and the model contains
very light Majorana neutrinos that only interact via the left-handed gauge bosons and heavy
right-handed Majorana neutrinos. The mass My, of the heavy Majorana neutrinos N; with
the flavour [ is taken as a free parameter, since the Yukawa couplings are free parameters.

Now following are the formulas and definitions that are relevant for the interactions between
gauge bosons and fermions. The Higgs sector itself is no longer considered here, since it is
neglected in the later analysis.

After the first breaking stage arises

N

1 1\~
<9123 9%

which is the coupling of the U(1)y. The mixing angle ¢ of the first breaking stage is defined
as

_ 9
tan(¢) = e (2.38)

It is then convenient to introduce the mixing angle # of the second breaking stage as
tan(g) = £, (2.39)
gL

similarly to the SM. All couplings can be expressed in terms of the electric charge e and the
angles:

e

== 2-4

I in(0) (2:40)
e

=— 2.41

IR cos(f) sin(¢) (241)
e

9= cos(0) cos(¢) (242)

The gauge bosons of the unbroken theory are denoted as

SU@2) : Wi, Wi, (2.43)

SU@2)r: Wi, Wi, (2.44)

Ul)x = X,,. (2.45)
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Some neutral gauge bosons mix after the first stage of symmetry breaking to the neutral
gauge states

Zpy = cos(¢)Wp , — sin(¢) X, (2.46)
By, = sin(¢)W}, , + cos(¢) X . (2.47)

Further neutral gauge boson mixing takes place after the second breaking stage

Z, = COS(Q)WEW — sin(#) sin(gb)Wg’M — sin(6) cos(¢) X, (2.48)
A, =sin(0)W} , + cos(0) sin(¢p) W}, + cos(0) cos(¢) X,,. (2.49)

Altogether the resulting gauge bosons below the electroweak scale are three massive gauge
bosons Wi ., and Zg, that couple only to right-handed fermions, three massive gauge bosons
WLi,# and Zp, that couple only to left-handed fermions and the massless photon A, that
couples to all charged fermions. W/‘fu and Wﬁ ., as well as Zp and Zg mix in principle after
the second breaking stage. Since already existing limits on the Wg mass enforce ur > v, it
is possible to neglect this mixing as well as all its effects on the interactions up to leading

order in % [20].
T

We use the same parametrization like in [20], where all the new interactions that are relevant
2
here, are parametrized by cos ¢, sin 23 and the ratio of the two VEVs z = 1:}—5

In this parametrization the Higgs VEV v of the second breaking stage is

v = \/ \/ﬁlGF (1 + Sm:fﬁ )) (2.50)

with the Fermi constant Gp. The U(1)y-SU(2);, mixing angle 6 is determined by

sin(20) = —E@Z - (1 —i (Cosz(@ - sz(% )>) (2.51)

where g is the fine structure constant. The mass of the gauge bosons are (neglecting the
contributions of the Wr-W mixing)

1 1

1
My, = \/:mﬂ (g% + 9%) + 1 cos?(¢) gRv? (2.53)

My, = QSZ’( 3 (1 - Sm@EB )> . (2.54)
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Chapter 3

Recasting of CMS-EX0O-13-008

This chapter describes the reconstruction of the CMS-Analysis “Search for heavy neutrinos
and Wg bosons with right-handed couplings in a left-right symmetric model in pp collisions at
Vs =8TeV” [9] (CMS-EXO-13-008) beginning with a description of the analysis. Following
in the later sections is the description of the event generation, the detector simulation and
the Implementation of the event analysis itself.

1 CMS-EXO-13-008

The CMS-EXO-13-008 analysis is designed for the search for heavy neutrinos and Wx bosons
in left-right symmetric extensions of the standard model. In this analysis a simplified LR
model is studied to set limits on the mass of the right-handed W boson My, and the mass
of the right-handed neutrino My,. The gauge bosons W}% are introduced independently of
the symmetry breaking mechanism and the Higgs representation. Their mass My, is a free
parameter as well as the mass of the right-handed neutrino. Additionally strict left-right
symmetry at the scale Myy,, which implies gr = g7, small mixing between the bosons of
left and right-handed interactions and identical mixing matrices for left and right-handed
quarks and neutrinos are assumed. One predicted process that could occur at the LHC, if a
Wg and a right-handed Majorana neutrino exist, is

pp— Wi = NIF—1F1Fj5; (3.1)

It was first pointed out in [31] as a clean and easily detectable signal in LR models, which
has no missing energy. The process is therefore sometimes called Keung-Senjanovic (KS)
process and was also studied in [30, 32]. Possible Feynman diagrams for the hard process
are shown in figure 3.1.

In this process first a heavy W}i{ is produced, which then decays into a lepton [ and a right-
handed neutrino N; with the flavour [. Obviously only the case My, > My, is considered
here, although this is not restricted by the model and could vary independently. Because
of the assumption of a small mixing between leptons and the small mixing between the left
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Figure 3.1: two possible Feynman diagrams for the hard scattering of process (3.1)

and right-handed bosons, the heavy neutrino and the lepton are right-handed and have the
same flavour.

At LO the averaged squared matrix element for the production of one heavy right-handed
neutrino and one lepton is:

—

— 1
2 _ 20 |2 2

|M|" = gS—T/fvalClNll |Coq| u(u — My,) (3.2)
using c,gv" Pr and ¢n,v" Pr as general couplings for the vertices ¢ ¢ Wgr and N; I Wg. Here
t, v and s are the Mandelstam variables and all masses except the right-handed neutrino
and gauge boson mass were neglected. The colour factor for this process is 3 and the final
state averaging over the unobserved degrees of freedom in the initial state gives a factor of
1
%.
In the next step the right-handed neutrino decays via a virtual W§ to a lepton of the same
flavour and two quarks. Thus, the observable final state consists of two leptons of the same
flavour and two jets 7, if no wide-angle emission occurs.

Due to the Majorana nature of the heavy neutrinos in LR-models, lepton flavour violating
processes can occur and the two final state leptons can have the same electric charge (see the
right diagram of figure 3.1 as an example). Therefore the charge of the final state leptons is
ignored and only the flavour is considered in this analysis.

CMS studies three different scenarios for the masses of the right-handed neutrinos.

First the case where only one right-handed neutrino flavour is light enough to contribute to
the decay width of the V\’ﬁ, is considered. The light neutrino here is either the electron or
the muon neutrino. This results in a signal where only electrons or muons are produced by
the Wg, which are called electron or muon events, respectively. Since the masses of electrons
and muons are negligible, the cross sections are the same and only the detector can lead to
different event numbers.

In the last scenario all right-handed neutrinos have the same mass and the considered signal
consists of electron and muon events.
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Figure 3.2: Schematic overview of the used programs

The CMS analysis uses NNLO cross sections calculated with FEWZ [33] and event samples
generated with pythia 6.4.26 [15] using CTEQ6L1 parton distribution functions [34] and

the event tune Z2* [35]. For My, = M;VR event samples a full CMS detector simulation

based on GEANT4 [36] was applied, while the g boson production cross section limits

for My, # M;VR were computed with event samples without the fully simulated detector
response.

Here we use MadGraphb 2.3.2.2 [17] as event generator with a left-right supersymmetric
model (LRMSSM) file [19], that was implemented via the UFO file format [37]. Parton
showering was taken into account with the Pythia-pgs package [16]. The simulation of
the detector response was done with DelphesMAbtune [38] while the analysis itself was
implemented in MadAnalysis 5 (MA5) 1.1.12.17 [39, 40]. The CMS-Analysis CMS-EXO-13-
008 was reproduced in the context of the MadAnalysish Public Analysis Database (PAD)
for recasting LHC results [38, 41]. A schematic overview of the used programs is shown in
figure 3.2.
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label ‘ .]\4]\[e < MWR ‘ MNH < M‘/VR ‘ .]\4']\[e = MNM = MNT < MWR
l e+ e- mu—+ mau- mu—+ mu- e+ e-
nl ne nm ne nm

Table 3.1: Definitions of the different multi particle labels for MadGraph

2 Event generation

MadGraphb 2.3.2.2 was used as event generator. The analysed models were implemented
with the help of FeynRules 2.1 [42]. FeynRules is a Mathematica package that utilises a so
called model file as input to calculate the Feynman Rules of a specific model. In order to
implement a model one has to write the Lagrangian and all definitions of fields, parameters
and gauge groups in a model file. An explanation how to express everything that has to
be provided via a model file, is given in [42, 43]. The computed Feynman Rules were then
implemented via the UFO format in MadGraph.

For the validation the employed model file was a left-right supersymmetric model with decou-
pled supersymmetric particles. To check the implementation, the calculated cross sections
and the model file itself were compared with an independent implementation of the LR
model [44]. Due to this cross check two errors were found in the left-right supersymmetric
model file. The first one was a mistake in the definition of the CKM matrix. It was defined
as the real part of the matrix plus the real part times the imaginary unit i instead of the
real part of the matrix plus the imaginary part times i. The second bug was the definition
of the neutrinos as fermions and not as Majorana particles.

Once the model is implemented MadEvent is created for the specific process via the console
of MadGraph. In MadGraph-syntax the production of a right-handed Neutrino and a lepton
via a Wg and the decay looks like:

pp > Ilnl,nl > 157 (3.3)

Here [ and nl are multi particle labels that differ for each of the three right-handed neutrino
mass scenarios and j is the predefined multi particle label for jets. [ is the multi particle label
for the produced leptons and has to be defined as the lepton and its antiparticle to account
for the possible Majorana nature of the right-handed neutrino. The right-handed neutrino
is the multi particle label nl and its definition is determined by the specific mass neutrino
scenario. It can be the right-handed muon neutrino for muon events (I = mu+ mu-),
the right-handed electron neutrino for electron events (I = e+ e-) or both for degenerated
neutrino masses (I = mu+ mu- e+ e-). The flavour of the right-handed neutrino fixes
already all possible processes, if there is no mixing between the different neutrino flavours.
Thus, it is also possible to use the definition | = mu+ mu- e+ e- for all three scenarios.

An overview of all multi particle definitions is given in table 3.1.

The event generation was speeded up with the option to use a restriction file in MadGraph
[17]. Here a BSM-LHA file, which is also called parameter card in the context of MadGraph,
was used as restriction-file. All parameters and masses were adjusted to fulfil the assumptions
mentioned before like strict LR-symmetry (gr = g¢r). Additionally, the supersymmetric
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particles had to be removed and the Higgs sector had to be neglected. Subsequently all
supersymmetric and Higgs particles were decoupled by setting their masses to a higher scale
than the Wi mass. The CKM matrix was set to unity and the mixing between neutrinos
was also neglected.

After creating MadEvent with this restriction-file, the input files of MadEvent were modified.
The decay widths of particles involved in the process had to be provided in the parameter
card. For this analysis only the widths of W§x and of the right-handed neutrino were needed.
They were calculated with the Auto-Decay Computation of MadEvent with the command
“compute widths” followed by the list of all needed particles. The other option to use the
Auto-Decay Computation is the replacement of the width with “Auto” in the parameter card.
Unfortunately this option had a bug that crashed MadEvent. All Auto Decay computations
are only valid in the narrow width approximation, which is justified here because all masses
are much bigger than the widths.

For the event generation the standard run card of MadGraph with a different centre of mass
energy /s = 8TeV and the CTEQ6L1 parton distribution functions implemented with
LHAPDF [45] were used.

Parton showering and hadronization were performed with the MadGraph package Pythia-
pgs which uses Pythia 6.4.28. To be consistent with the CMS collaboration Pythia was run
in the Z2 tune.

The errors of the cross sections obtained by the event generator are not considered because
of the later use of a k-factor to compare the LO with the NNLO results of CMS.

3 Detector simulation

Since no detector is perfect, the properties of the detector must be taken into account. One
limitation of the detector is that the final state particles of an event can fly past the detector
and will therefore not be detected. There is also always the possibility that a particle is
misidentified or can not be identified because of incomplete data. All kinematic properties
of a particle can only be measured with a certain precision, and the detector itself is not
homogeneous either. Effects such as these result in different efficiencies and resolutions that
depend on the particle itself, the part of the detector where the particle flies through and
also on momentum and energy of the particle. This section provides first a short description
of the CMS detector, and then the implementation and simulation of its effects is depicted
and specified.

3.1 CMS-detector

The following short overview is based on [12], where a much more detailed discussion of the
detector is available.
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The Compact Muon Solenoid (CMS) is a multi-purpose detector at the Large Hadron Col-
lider (LHC). It is designed to measure the energy and momentum of collisions products like
charged leptons, hadrons and photons. For this purpose the CMS detector consists of differ-
ent layers around the interaction point. The first layer consists of a pixel and a silicon tracker.
Its acceptance ranges up to |n| < 2.4. The second layer is an electromagnetic calorimeter
(ECAL) for electrons and photons followed by a hadron calorimeter. The ECAL consists
of the barrel, which covers |n| < 1.479, and the end cap, which covers 1.479 < || < 3.0.
These parts are enclosed by a superconducting solenoid, which is used to generate a strong
magnetic field. The last layer is the muon detector. Because of the high luminosity and the
high rate of events per second the online event selection process (“trigger”) must reduce the
number of events for storage and following analysis.

3.2 Implementation in DelphesMA5tune

To respect the effects of the CMS detector on the outcome of the analysis the MadAnalysis
package DelphesMAb5tune [38] based on Delphes 3 [46] was used. This fast detector response
simulation is not a full CMS detector simulation like the one used by [9], which is based on
GEANT4. With DelphesMAbtune the response of the detector to an event is simulated by
efficiencies and resolutions to detect a specific type of particle or one of its properties. In
order to run DelphesMAb5tune these information have to be provided via a DelphesMAbtune
card.

Because of the simplifications of the fast detector response simulation differences of 20%
between a full and a fast detector simulation arc expected in general [38, 41]. There is also
no estimation of simulation errors like in a full detector simulation.

Here a CMS DelphesMA5tune card, based on the card [47] available through the PAD, was
used, where the efficiency and tracking efficiency for muons and electrons were modified.
The needed efficiencies for muons and electrons were set in the Delphes card accordingly to
[48] and the preliminary CMS-results available online [49, 50, 51]. All of them are depending
on the rapidity and transverse momentum of the muon or electron and were measured by
the CMS collaboration for the s = /8 run. There are two different muon identification
efficiencies available, which correspond to the loose and tight muon identification criteria
[52]. Tight muon identification efficiencies were used, which is explicit stated in the s = /7
search for heavy neutrinos and Wy bosons [10]. They are given in DP2012.025 [50]. The
muon tracking efficiency for |n| < 2.4 was taken from TRK-10-002-pas [49] and for |n| > 2.4
from [48]. For electrons the tracking efficiency and the identification efficiency are given in
CERN-CMS-DP-2013-003 [51]. Like in other analyses [53, 54] the region between the ECAL
barrel and the end cap with 1.442 < |n| < 1.560 is not used for the detection of leptons.
Figure 3.3 shows the electron identification efficiency for |n| < 0.8 as an example of a used
CMS plot.

In general the efficiencies for leptons grow for larger py.

All settings in the card concerning the detector response simulation of jets were left un-
changed. As in [9] the anti-kt clustering algorithm [55] with a distance parameter of 0.5 was
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Figure 3.3: Electron identification efficiency for |n| < 0.8 [51]

used to reconstruct jets. In MadAnalysis the Algorithm is provided by FastJet [56, 57].

The effects of pile up collisions were not considered and not implemented.

4 Event Analysis

The analysis of real or simulated detector output is an essential part of collider physics. After
all the final state particles of an event were identified and their properties were measured, it
has to be decided which events could originate from the wanted process. The improvement
of the signal to background ratio is also an important issue.

Both are done with the help of so called cuts. A cut is just a condition that is imposed and
every event, that does not fulfil it, is ignored in the later considerations. For background
reduction it is obvious that events, that originate from the considered process, should fulfil
this requirement more likely than background processes.

This section first describes the CMS-EXO-13-008 analysis and then its implementation.
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4.1 Description

The CMS-EXO-13-008 analysis is designed for the search for heavy neutrinos and heavy Wx
bosons and thus uses algorithms for objects with large pr [53, 58]. An earlier version of this
analysis is described in the /s = 7TeV search [10].

As previously stated the final state of the hard scattering consists of two quarks and two
leptons with the same flavour, while there are no requirements for the electric charge of
the two leptons. Thus the analysis only takes events with a eejj + X (electron event) or
pijg + X (muon event) observed final state into account, where both leptons and jets have

large pr.

There are different selection requirements imposed to identify possible candidates for this
process in the event samples. The first requirements deal with the jets. Because the W;'{ has
to be heavy, if it exists, it is required that there are at least two jets with pr > 40 GeV in
an event candidate. The two jets with the highest pr are then called leading jets.

To exclude leptons that originate from a jet and because the decay products of the Wg are
very likely spatial separated, all leptons within a cone of radius AR < 0.5 around one of the
leading jets are ignored. An additional requirement is imposed to suppress non-isolated muon
backgrounds like muons from the decay-in-flight of hadrons. This is realized by computing
the sum of the transverse momentum of all tracks within a cone of radius AR < 0.3 around
a muon track. The muon is ignored, if the sum is larger than 10% of the muon pr. Then it
is required that the lepton with the highest pr (leading lepton) satisfies pr > 60 GeV, while
the same flavour lepton with the next highest pr satisfies p > 40 GeV.

The pr requirements for the leptons and jets reflect the structure of the Wx decay. Since
the Wx and the N; are believed to be heavy both leptons and both jets will have a large
momentum. The lepton directly produced together with the right-handed neutrino will tend
to have a larger momentum than the lepton produced by the decay of the neutrino, which
leads to the py cuts for the leading and sub leading leptons.

There are also conditions for the pseudorapidity of the detected particles. The tracker for
charged particles covers |n| < 2.5, which is why electrons and jets are reconstructed in this n
range. Muons can be detected for || < 2.4, but the trigger selects only events with at least
one muon, that fulfils |n| < 2.1.

Hereafter all these conditions combined are called ee or pu requirements in order to distin-
guish them from the following cuts, which are imposed to improve the signal to background
ratio. In the following scctions event numbers for the requirements stage also include all
other effects from the detector simulation.

Processes which give the same signal were studied and simulated by CMS with the con-
clusion that the dominant background processes are Drell-Yan with jet processes pp —
Z/vy jj — lljj and tf production tf — bWbW — jjll + neutrinos, where the neutrinos can
not be detected. Other SM background processes are altogether less than 10% of the whole
background. The CMS event numbers for the background are shown in table 3.2.
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Figure 3.4: CMS M., distribution of the background and M., > 200 GeV Cut

The reduction of the background events in the CMS /s = 8 TeV search is realized by two
cuts. For the first cut only events with M; > 200 GeV are considered, while the second
cut requires Mj;; > 600 GeV. Both are motivated by the heaviness of the Wg. Especially
My > 200 GeV reduces the Drell-Yan with jet background because W is much heavier than
a Z boson.

As an example the CMS invariant mass distribution M., for the background that fulfils the
pr requirements is shown in figure 3.4.

One can see that the number of background events decreases rapidly for larger M,., which
is similar for M,,. The peak at the bin from 80 GeV to 100 GeV is just the Z resonance.

Figure 3.5 shows the distribution of one example Wg-signal, simulated by CMS, in compar-
ison with the simulated background. The example signal was simulated for 2My, = My, =
2.5TeV.

Here the different shapes of the signal and background distributions are visible, which is the
basic requirement for the M.;; > 600 GeV cut. The exact value of the cut is a compromise
between the reduction of background events and not cutting away signal events.

Beside the simulated events figure 3.5 also shows the M;;; distribution measured from CMS.
A distinctive feature of the measured CMS data is an excess in the electron channel at
Meejj ~ 2TeV.
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2.5TeV and the M,;; > 600 GeV Cut
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stage total background | Drell-Yan + Jets | ¢£ production | other

ee requirements 34154 28273 4725 1156

M,e > 200 GeV 1747 475 1164 108
M.;; > 600 GeV 783 + 51 252 + 24 476 £+ 42 55 + 12

(i requirements 41204 34220 5625 1359

M, > 200 GeV 2064 549 1382 133
M,,.;; > 600 GeV 913 + 58 287 + 26 562 + 50 64 + 12

Table 3.2: Standard model backgrounds simulated by CMS (][9] tab.1)

The event numbers from CMS for the different background processes and their reduction by
the cuts are given in table 3.2.

4.2 Implementation in MadAnalysis

This section describes the implementation in MadAnalysis, which was used in the Expert
mode to analyse the root output files of the detector response simulation. With the expert
mode of MadAnalysis it is possible to program a analysis in C++ using the tools that are
provided by the SampleAnalyzer library. The self-implemented analysis is then applied to
the detector output and produces histograms and a so called cut-flow that gives the number
of events that survive each cut. This cut-flow is used to compute the signal acceptance of
the analysis and detector simulation. A detailed discussion how to use the expert mode of
MadAnalysis can be found in [41].

The user has to program three functions called Initialize, Execute and Finalize in the main
file of the analysis.

In the Initialize function all histograms and applied cuts have to be declared. It is executed
only once per analysed event file.

The Execute function contains all steps of the analysis like cuts that are automatically
applied by MadAnalysis to every event of an analysed event file.

The first part of the Execute routine is the selection and collection of jets and electrons in
two distinct temporary storages named containers. To speed the analysis up and to save
memory only jets and electrons with pr > 40 GeV and |n| < 2.5 of one event are stored in
containers.

After both containers are filled all electrons have to be removed from the jet container.
This is necessary, because contrary to expectations, both electrons and real jets are given
by the “event.rec()->jets()” method while the “event.rec()->electrons()” method only gives
electrons. The removal of this double counting is performed by the OverlapRemoval function
declared in the header. It compares the distance between one element of the first container
with one element of the second container and removes the element from the first container,
if the distance is too small. This comparison is done for all elements of both containers.
Here it deletes every element in the jet container, if an electron is inside a cone of AR < 0.2

7
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around the jet. Then the jet container is sorted by pr and the first cut is applied. Every
event with less than two jets is rejected to realise the requirement that there are at least
two jets with pr > 40 GeV and |n| < 2.5 in an event. For the following analysis the two jets
with the highest pr (leading jets) are then stored in a new container.

Next the isolation criteria for electrons are executed. With the OverlapRemoval function all
electrons within a cone of AR < 0.5 around a leading jet are erased. The electron container
is then also sorted by pr.

The next step is the collection of all muons with py > 40 GeV and |n| < 2.5 in a container
and the isolation criteria for muons are applied. The first one is the removal of every muon
within a cone of AR < 0.5 around a leading jet and the second one is the suppression of
non-isolated muon backgrounds. Every muon in the container is erased, if the pr sum of
every track within a cone of AR < 0.3 around the muon is larger than 10% of the muon pr.

After all leptons that survive the isolation criteria were stored in the containers and sorted
by pr, the leading leptons have to be identified. To achieve this, two Boolean variables are
defined “isEE” and “isMUMU”, which show if an event satisfies all criteria for a muon or
an electron event. The first criterion to hold for an electron event is at least two electrons
with pr > 40 GeV and |n| < 2.5 in an event, which is checked with the size of the particular
container. The second requirement is, that at least one electron satisfies pr > 60 GeV.
Because the container was sorted by pr, one has to test pr > 60GeV only for the first
electron in the container. This electron is then called leading electron while the second
lepton in the container, which has the second highest pr, is called sub leading electron.
Muon events have to fulfil the same criteria as the electron events and also an additional
requirement. To be selected by the trigger of the detector at least one muon must have
In| < 2.1. If the leading muon does not fulfil || < 2.1, all other muons in the container are
tested and the sub leading muon is the one that has |n| < 2.1 instead of the muon with the
second highest pr.

In the unlikely case that one event can be counted both as muon event and as electron event,
it has to be determined as one of the two possibilities to prevent double counting. Such an
event is declared as electron event, if the pp-sum of leading and sub leading electron is larger
than the sum of the muons and vice versa.

After the decision, if an event is an electron event, muon event or neither of the two, the cuts
are finally applied. Here the events are split into two different so called regions. In general, a
region is defined by all the cuts an event has to satisfy to be counted in this region.Thus they
grade the events according to some of their properties. Here they are used to distinguish
between the two possible signals. One region counts only the number of electron events while
the other counts the muon events. Later, these regions are important for the computation
of the exclusion limits.

Next the probability that an event passes the triggers is implemented. This trigger efficiency
is 99% for electron and 98% for muon events [9]. The weight of an event is multiplied with
0.99 or 0.98 instead of discarding events based on their probability to pass the trigger. Due
to this method the statistics obtained from a event file are not downgraded by reducing the
number of events.
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Then the leading and sub leading leptons are stored in a container for the following calcula-
tion of the two and four object mass distributions M and Mj;;. After the computation of
My and My;; the My > 200 GeV and My;;; > 600 GeV cuts are applied.

The last step is the drawing of the M and Mj;; histograms before and after the M; >
200 GeV and Mj;; > 600 GeV cuts.

At the end of the file is the Finalize routine, which gives the possibility to program other
output formats or diagrams. Since this is not necessary for the analysis, the routine was not
modified.

The MadAnalysis source code is given in the appendix.

5 Exclusion limits

The calculation of the exclusion limits was done with the exclusion CLs script [38] available
via MadAnalysis. It is based on the CLs prescription [59, 60] which is the same standardized
method used by the LHC and CMS. However the exclusion CLs script contains not the full
CLs prescription and can not be as detailed as the RooFit and RooStats machinery [61]
used by CMS and ATLAS. The exclusion CLs script takes only the total number of events
that survive the cuts into account, while the full CMS analysis is shape based and uses
multiple bins of the Mj;; distribution. Since only the total number of events is published
and it is not sufficient to read the background event numbers from a diagram with a log-
scale, a shape based analysis is not possible and the employed script is enough. For a more
restricting analysis more informations about the SM background and the measured data
would be needed.

To run the exclusion CLs script a xml file is needed where the different regions that occur in
the analysis are defined. For each of the signal regions the number of events that were mea-
sured for this region, the number of background events that is expected and the uncertainty
of the background have to be specified in the xml file. Here we use the SM backgrounds
given in table 1 in [9], which are also shown in table 3.2. The script can then calculate the
CLs exclusion limits and decides which region gives the best limits.

6 Validation

In this section the implementation of the whole analysis from the event generation to the
exclusion limits are compared with the results from CMS.
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Figure 3.6: k-factors for My, = 250 GeV to My, = 4000 GeV calculated with FEWZ

6.1 E-factor

Since NNLO cross sections, calculated with FEWZ, were used by CMS, it is necessary to
introduce a k-factor to be able to compare them with the LO-results from MadGraph. Here
the k-factor is estimated by calculating the ratio of the NNLO and the LO W* production
cross sections from FEWZ. The W* production cross sections with My + = My, can be
used here because of the assumption of strict left-right symmetry. It turns out that the
k-factor in this case depends mainly on the W* mass. Hence, the k-factor was calculated
for different Wy masses and then fitted linearly 3.6.

The errors of the fit are not considered here, because the k-factor itself is only an estima-
tion and there is no possibility to estimate the simulation error of the detector response
simulation. In the following calculations the used k-factor is computed with this linear fit:

k = 0.000128 - My, + 1.17336 (3.4)

In this analysis, a direct use of FEWZ NNLO cross sections like in the CMS paper is dis-
carded, because we have to validate the LO event files which are used for the detector
response simulation, and also the detector response simulation itself.
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6.2 Cross section

Here the CMS cross sections, given in [9] figures 4 and 5, for the first scenario with My, =
M% and the second scenario with My, = M% are compared with the cross sections cal-
culated with MadGraph. The third scenario with My, = My, = My, = Mws g also

2
considered.

Figure 3.7 shows the comparison for My, = M—;/FL between My, = 1.5TeV and My, =

3.2TeV (the muon cross sections for My, = % can be found in the appendix 6.1).

The cross sections for electron and muon events are the same as expected. MadGraph
gives a curve with a similar shape, but the cross sections are always smaller than the CMS
cross sections. This deviation increases for lower My, and ranges from 2.5 - 107" pb for
My, = 3000GeV up to 0.025pb for My, = 1500 GeV. In figure 3.8 is the case My, =

My, = My, = M% pictured.

Figure 3.8 shows exactly the same behaviour as both cases before, but the cross sections are
overall larger, which is caused by the new decay channels for the Wg. The branching ratio

Wgr — N, or N, for My, = My, = My, = M;VR is larger than the branching ratio Wz — N,

for My, = Mfm and My, < My, < My,, My,. This effect would be even larger, if the Wg
could not decay to a N, and a 7, because it is rather unlikely that their decay produces two
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Figure 3.8: Comparison of cross sections for My, = My, = My, =

jets and two same flavour leptons. Even if they produce the needed signal, there would be
missing energy due to the produced neutrinos.

The statistical and numerical errors of the MadGraph cross sections are of the order of 107°

or 10~7 pb. PDF errors are not calculated because of the LO calculation with a k-factor and
LO PDFs.

There are several possible reasons for the cross section discrepancy. First the k-factor itself
can only be a rough estimation of a real NNLO calculation. A second issue lies with used
programs. Since the cross sections were calculated with two different programs and the exact
settings of FEWZ, that was used by CMS, are unknown, it was not possible to reproduce
the exact cross sections. The fit of the k-factor itself can be excluded as the root of the
discrepancy. Comparisons between k-factors calculated by the ratio & ggo and k-factors
obtained by the fit show that the difference of cross section times first k-factor and cross

section times second k-factor is of the same order as the error of the cross section.

Altogether the implementation in MadGraph seems to be validated. Although the cross
sections are smaller, they still have the same order of magnitude and the same behaviour.

A second k-factor ky = 2245 is introduced to estimate the CMS cross section for the later
analysis. The fit is shown in figure 3.9 and a linear fit gives

ky = —0.000134 - My, + 1.51356. (3.5)
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the paper. They are later also used for My, # M% assuming, that the My, dependence is
negligible for ks.

ko could only be calculated for My, = , since this are the only given cross sections in

6.3 Signal acceptance

Now the detector response simulation is checked against the full detector simulation of CMS.
In order to do this, the signal acceptance given in the tables in the appendix of [9] is compared
with the signal acceptance computed with DelphesMA5tune. Here the signal acceptance is
the ratio of the number of simulated Wx-decay events that are counted as signal after detector
simulation and event analysis to the total number of simulated Wg-decay events. In figure
3.10(top) is the CMS signal acceptance for different values of My, and My, in the second
scenario My, < My, < My,, My, shown (the CMS signal acceptance for the first scenario
My, < My, < My,, My, is given in the appendix figure 6.2).

The signal acceptance ranges from 35% up to 80% and varies by 1% between electron and
muon events [9]. To discuss the physics behind the differences in the acceptance the muon
event signal acceptance is plotted as a heatmap 3.10(bottom). A heatmap for electron events
can be found in the appendix figure 6.4, which does not show relevant differences for the
following discussion.
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Figure 3.10: CMS signal acceptance for muon events [%](top) and as heatmap [%](bottom)
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A genceral trend is the rise of the acceptance for higher My, and My, which is the result of
the larger detector efficiencies for increasing pr of the leptons. One exception is the region of
large My, and small My,, where the signal acceptance drops below 40%. The probability to
identify a Wg decay in this analysis depends on the ability to reconstruct all high energetic
final state particles. This is only possible if the leptons and jets do not overlap. For the
case of My, >> My, the right-handed neutrino has a high 3-momentum, which in many
cases results in small angles between the trajectories of the three decay products [jj in the
lab frame. Because of this, the leptons have a high probability to be inside the jet cone.
The jets are also close to each other and can be interpreted as one jet in the reconstruction
process. Thus, the signal acceptance is reduced in this case [9].

Another trend is the slightly reduced acceptance for large My;,, which is caused by the lower
pr of the lepton that is produced together with the V.

The signal acceptance resulting from the simulation with DelphesMAbtune for muon events
is shown in figure 3.11(top) (the electron event signal acceptance is again in the appendix
figure 6.3).

They have the same general behaviour like the corresponding CMS acceptance, which can
also be seen in the heatmap 3.11(bottom) for muon events, but the acceptance calculated
with DelphesMAbtune is almost exclusively smaller than the CMS acceptance.

The ratio of the acceptance computed with Delphes and the corresponding CMS acceptance
is shown in figure 3.12 and figure 3.13.

For an easier analysis of the deviation are heatmaps of the MA5/CMS ratios given in 3.14
and 3.15.

The signal acceptance for electrons differs more from the CMS acceptance than the muon
acceptance. On average the difference between MA5 and CMS is 16.2% for electron and
8.6% for muon events, which is better than the 20% deviation expected of a fast detector
response simulation. The difference between the electron and the muon channel is probably
caused by the electron efficiency of the DelphesMAbtune card, which was not as detailed as
the muon efficiency for pr > 50 GeV. Since the high pr region is the relevant region for this
analysis, detailed electron efficiency data could reduce the differences to a similar level than
the muon acceptance. Another issue that could result in an overall discrepancy is the part
of the DelphesMA5tune card for jets like the charged hadron tracking efficiency, which was
not considered in this work.

In both cases the structure of the deviations is very similar, which suggests there may
be issues that are independent of the implementation of the lepton detection. The best
agreement is in the region with My, >> My,, which is very close to the CMS result. This
is not surprising because the signal acceptance there is dominated by the effect of overlapping
jets and leptons and not by the properties of the detector. For reasons that are yet unknown,
the region with My, close to My, has the largest deviation from CMS.

Overall the signal acceptance is in agreement with the given CMS acceptance from a fast-
simulation viewpoint and has also the same shape.
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Figure 3.11: Muon event acceptance calculated with DelphesMAbtune [%](top) and as
heatmap [%](bottom)
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Figure 3.12: Ratio MA5/CMS for electron event acceptance
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Figure 3.13: Ratio MA5/CMS for muon event acceptance
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Figure 3.14: Heatmap of the MA5/CMS electron event acceptance ratio
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Figure 3.15: Heatmap of the MA5/CMS muon event acceptance ratio
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stage MAS5 CMS
selection requirements | 28 30
M., > 200 GeV 28 29
Meejj > 600 GeV 28 29+14+3
selection requirements | 31 35
M., > 200 GeV 31 35
Afu“jj > 600 GeV 31 35+1+4

Table 3.3: Reduction of the simulated event numbers by the two cuts (CMS values from [9]
tab.1), the first signal uncertainty of the CMS numbers is the total experimental uncertainty
and the second is the PDF uncertainty

The comparison of the muon and electron events shows that the reliability and accuracy of
this detector simulation strongly depends on the precision and resolution of the values given
in the card. For this reason it is crucial that the needed efficiencies and resolutions were
published by the Collaboration of the detector.

6.4 Event numbers

In table 1 of [9] is the number of expected Wx decay events before and after the M, >
200 GeV and My;; > 600 GeV cuts given for My, = 2.5TeV and My, = 1.25TeV. They are
compared with the MA5 cut-flow in table 3.3.

The event numbers are always smaller than the CMS numbers, which is expected because
of the smaller cross sections and signal acceptance. Nevertheless they are in the total uncer-
tainty range of the CMS values and the number of events before and after the cuts appears
to be consistent.

6.5 Exclusion limits

In this section the exclusion limit plots from figure 3 and 5 of [9] are compared with the
exclusion limits computed with DelphesMA5tune and MadAnalysis using the MadGraph
event files. Figure 3.16 shows the 95% CL excluded area from CMS and MadAnalysis in the
My -My, plane assuming the first or second neutrino mass scenario. The k-factor was used
for all calculations with MadAnalysis.

CMS excludes a larger area for muon events than for electron events. Because of the simpler
calculations of exclusion limits, the smaller cross sections and signal acceptance it is not
surprising that the 95% CL excluded arca in the My, My, parameter space is much smaller
than the excluded area from CMS. Although muon and electron events have a different signal
acceptance, the excluded areas for muon and electron events are nearly the same. Thus, the
main difference seems to be caused by the smaller cross section or the simplified exclusion
limit calculation.
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Figure 3.16: Comparison of the electron event (top) and muon event (bottom) 95% exclusion
limits from CMS and MA5 assuming My, < My, < M Nyes My
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To study the influence of the different parts on the deviation, the exclusion limits are com-
puted again with CMS cross sections instead of ¢ = k - oo or the CMS signal acceptance
instead of the fast detector simulation. Figure 3.17(top) shows the the 95% CL excluded
arca for clectron events using the cross section o = k - ks - 00 = 0cms, while 3.17(bottom)
shows it with the CMS signal acceptance.

In both cases, the overall influence of the CMS cross sections or the CMS acceptance on the
excluded area is rather small, which points on the simpler exclusion limit calculation as the
prime cause of the deviation. This is further tested with figure 3.18(top), where the CMS
cross sections and the CMS signal acceptance were used at the same time.

The excluded area is very similar to the excluded area with MadGraph cross sections and
MADB signal acceptance as expected from the previous plots. In summary it is very likely, that
the largest portion of the deviation is caused by the simpler exclusion limit computation.

Another comparison of exclusion limits for My, = Mfm is given in figure 3.18(bottom). They
show the 95% CL excluded cross sections for p p — Wy — e e j j calculated with MA5 or
by CMS (the excluded cross sections for muon events are in the appendix 6.6).

All 95% CL excluded cross sections are larger than the ones from CMS, which was already
expected from the 95% CL excluded area in the mass plane. It was not possible to reproduce
the structure of the CMS excluded cross section. This seems to be another limit of either
the simpler exclusion limit calculation or the fast detector response simulation.
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Figure 3.17: Comparison of the electron event 95% exclusion limits from CMS, MA5, MA5
with 0 = k - kg - opo(top) and MA5 with with CMS acceptance(bottom)
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Chapter 4

Application of CMS-EX0O-13-008

In the following section we [62] apply the reproduced CMS-EXO-13-008 analysis to the LR~
model, which was developed in [20]. In contrast to the model studied in the CMS analysis,
strict LR symmetry is not enforced and the mass of the Wx is no longer a free parameter.
We use the programs and implementations explained in the previous chapter except for a
different model file, which is described in the next section.

1 Implementation in FeynRules

The model file is created according to the parametrization, formulas and the Lagrangian
developed in [20], where also their derivation is discussed. Since we are interested in the
Wg, we do not use the effective Lagrangian, where it is integrated out, but the fundamental
Lagrangian. To speed the event generation and the creation of MadEvent up only the
parts of the Lagrangian are implemented, which are necessary for the studied signal. This
means we include the kinetic part for fermions, Majorana neutrinos and gauge bosons and
the interaction terms between them, while the Higgs sector is completely neglected. We
also neglect the mixing between left and right-handed neutrinos and between left and right-
handed gauge bosons.

The LR models with Higgs triplets and doublets in the first breaking stage are included in
the same model file since they differ only in the mass formulas for the gauge bosons. It is
possible to switch between them with the help of the parameter “TripletFlag”, which has
to be set to one for the triplet model and zero for the doublet model. Other values for this
parameter should not be used. As previously mentioned we consider only the triplet model
here, because we require the existence of heavy Majorana neutrinos for the analysis.

The first part of the model file is the declaration of the gauge groups and their gauge bosons.
Unlike [20] the standard representation with the generators 7% = o, is used for SU(2)g
instead of the conjugate representation. This choice has no influence on the implemented
parts of the Lagrangian and the relevant formulas.
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The declaration of gauge bosons is followed the definition of the indices for representations,
generations and generators. Next, the definition of all particles are determined, which is split
in gauge bosons, fermionic gauge eigenstates and fermionic mass eigenstates. The fermionic
part differs only for the neutrinos from the SM.

Subsequently, all parameters which consist of masses, couplings and mixing angles are speci-
fied. We use a parametrization similar to [20], where the new physics is parametrized by the
cosine of the U(1)x / SU(2); mixing angle cos ¢, the ratio of the two symmetry breaking
scales = and the sinus of twice the Higgs beta angle sin(20).

The last part of the model file is the Lagrangian consisting of the gauge and the fermion
part. All parameters and formulas are given in the theory chapter and the model file is
shown in the appendix.

2 Scan

In order to study the LR triplet model we scan over the parameters cos(¢), tan(/3), z and the
mass of the right-handed Majorana neutrino Mpy,. A first scan which uses the reconstructed
CMS analysis is show in 4.1.

It is assumed that only the right-handed electron neutrino N, is contributing to the decay
width of the Wg. Thus, the signal only consists of electron events. We allow cos(¢) to vary
between 0 and 1, x between 1 and 350 and My, between 25 GeV and 2500 GeV. tan(f) = 10
is set to 10 in this scan. The CMS-EXO-13-008 analysis is applied to all scan points and the
exclusion limits are then projected on the Myy,-My, plane by calculating My, .

Wr masses can be excluded from My, = 75 GeV up to My, = 1350 GeV, while the neutrino
masses can be excluded up to My, ~ 700 GeV. We therefore can exclude a smaller area in
the mass plane compared to a strict LR symmetric model.
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Figure 4.1: 95% excluded area in the My,-My, plane: cos(¢), x and My, were varied and
the result was projected on the mass plane, tan(f) is fixed to 10
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Chapter 5

Conclusion and Outlook

In this work a chain of different programs was used to simulate and analyse the specific
signal of the KS process [31]. The different steps were the implementation of the LR model,
the event generation, the detector simulation and the event selection. It was possible to
reproduce the CMS-EXO-13-008 analysis [9] within the limits of the simulation tools and
the published data. A FeynRules [42] LRMSSM model file [19] was cross checked with
an independent LR model file and fixed. Another LR model file was created with the
Lagrangian and parametrization of [20]. These model files were then used for the event
generation. The LO cross section calculated with MadGraphb was always smaller than the
NNLO cross section of CMS and deviations still remained after the usage of a k-factor. On
the other hand, the fast detector simulation shows that it is achievable to have an agreement
with the full detector simulation below the 20% discrepancy expected for a fast simulation
with Delphes. Very important for a good signal acceptance with the same behaviour as the
experimental values is the implementation of detailed detector efficiencies. Thus, the success
of the fast detector simulation depends on the available data. All cuts and steps necessary
for the selection of muon and electron events were implemented in MadAnalysis. They gave
reasonable event numbers and reduced them in a similar way as the CMS simulation. Yet,
the exclusion limits were much smaller than the CMS exclusion limits. Cross section and
signal acceptance were lower than the CMS values, but it turned out that the major effect
for the difference is the exclusion limit calculation itself. While the employed script uses a
simplified CLs prescription and takes only the total number of events into account, the full
CMS analysis is shape based and uses multiple bins of the M;;; distribution. To improve
the statistical evaluation more details of the background and the measured event numbers
would be needed.

The implementation of the analysis could be used in coming global analyses of the triplet LR
model and its supersymmetric extension. It could be combined with electro-weak precision
data, the search for doubly charged Higgs bosons or with constraints of processes like dijet or
t t production. Another possibility is to modify the event analysis in order to study similar
signals in other models.
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Figure 6.3: Electron event acceptance calculated with DelphesMA5tune [%]
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Figure 6.4: Heatmap of CMS electron event acceptance [%]
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#ifndef analysis_cms_exo_13_008_h
#define analysis_cms_exo_13_008_h

#include "SampleAnalyzer/Process/Analyzer/AnalyzerBase.h"

namespace MAS5S

{
class cms_exo_13_008 : public AnalyzerBase
{
INIT_ANALYSIS(cms_exo_13_008,"cms_exo_13_008")
public:

virtual bool Initialize(const MA5::Configuration& cfg, const
std: :map<std::string,std::string>& parameters);

virtual void Finalize(const SampleFormat& summary, const
std::vector<SampleFormat>& files);

virtual bool Execute(SampleFormat& sample, const EventFormat& event);

template<typename T1, typename T2> void OverlapRemoval(std::vector<const T1*> &
vl, std::vector<const T2*> v2, const double & dr)

{

for(int i=vil.size()-1; i>=0; i--)

for(unsigned int j=0; j<v2.size(); j++)

if(vi[i]->dr(v2[j])<dr)

{

vl.erase(vl.begin()+1i);
break;

b

return;

}

private:
i¥
}

#endif



#include "SampleAnalyzer/User/Analyzer/cms_exo_13_008.h"
using namespace MA5;
using namespace std;

Y e e e
// Initialize

// function called one time at the beginning of the analysis

A e e R
bool cms_exo_13_008::Initialize(const MA5::Configuration& cfg, const

std: :map<std::string,std::string>& parameters)

// Information on the analysis, authors,

INFO << " <>SISISISISISISISISISISISISISISISISISISIISIISIISISISS! <<
endmsg;

INFO << " <> Analysis: CMS-EX0-13-008 , arXiv:1407.3683v2 <>" <<
endmsg;

INFO << " <> (right-handed neutrinos, WR boson) <" <<
endmsg;

INFO << " <> Recasted by: B.Fuks & D.Schwartlander <" <<
endmsg;

INFO << " <> Contact: fuks@cern.ch <" <<
endmsg;

INFO << " <> d_schw20@uni-muenster.de <" <<
endmsg;

INFO << " <> Based on MadAnalysis 5 v1.1.12 <>" <<
endmsg;

INFO << " <> For more information, see <" <<
endmsg;

INFO << " <>
http://madanalysis.irmp.ucl.ac.be/wiki/PhysicsAnalysisDatabase" << endmsg;

INFO << " SIS ISISISISISISIS SIS ISISISISSS><S>" << endmsg;

// initialize the two different regions
Manager ()->AddRegionSelection("2 Jets 2 Electrons");
Manager ()->AddRegionSelection("2 Jets 2 Muons");

// declare all used Cuts and the regions they apply to
Manager()->AddCut("2 leading Jets");
Manager()->AddCut("Electron candidates", "2 Jets 2 Electrons");
Manager()->AddCut("Muon candidates", "2 Jets 2 Muons");

Manager ()->AddCut("M11l > 200GeV");
Manager()->AddCut("M11jj > 600GeV");

// declare all histograms
Manager()->AddHisto("Mee",22,0,500,"2 Jets 2 Electrons"); //fig. 1 a)
Manager()->AddHisto("Mmumu",22,0,500,"2 Jets 2 Muons"); //fig. 1 b)
Manager ()->AddHisto("Meejj",20,0,4000,"2 Jets 2 Electrons"); //fig. 2 a)
Manager()->AddHisto("Mmumujj", 20,0,4000,"2 Jets 2 Muons"); //fig. 2 b)
Manager()->AddHisto("Meejj for analysis",20,0,4000,"2 Jets 2 Electrons");
//for confidence intervalls
Manager()->AddHisto("Mmumujj for analysis",b20,0,4000,"2 Jets 2 Muons"); //for
confidence intervalls

return true;

by

Y e I e T
// Finalize

// function called one time at the end of the analysis

Y e e e e T
void cms_exo_13_008::Finalize(const SampleFormat& summary, const
std::vector<SampleFormat>& files)

{



// saving histos

}

Y A T T
// Execute

// function called each time one event is read

Y A T T T
bool cms_exo_13_008::Execute(SampleFormat& sample, const EventFormat& event)

{

if (event.rec()!=0)

// set event weight

double wgt;

if(Configuration().IsNoEventWeight()) wgt=1.;

else if(event.mc()->weight()!=0.) wgt=event.mc()->weight();
else

WARNING << "Found one event with a zero weight. Skipping..." << endmsg;
return false;
}

Manager()->InitializeForNewEvent(wgt);

// declare containers
std::vector<const RecLeptonFormat*> Electrons, Muons, LeadingLeptons;
std::vector<const RecJetFormat*> Jets, LeadingJets;

// collect all Jets with PT>40GeV in a container (candidates for leading Jets)
for(unsigned int j=0; j<event.rec()->jets().size(); j++)
{
const RecJetFormat *CurrentJet = &(event.rec()->jets()[j]);
double pt = CurrentJet->pt();
double eta = fabs(CurrentJet->eta());
if(pt>40. && eta<2.5)
Jets.push_back(Currentlet);

}

// collect all electrons with pT > 40GeV in a container
for(unsigned int i=0; i<event.rec()->electrons().size(); i++)
{
const RecLeptonFormat *CurrentElectron = &(event.rec()->electrons()[i]);
double pt = CurrentElectron->pt();
double eta = fabs(CurrentElectron->eta());
if(pt>40 && eta<2.5)
Electrons.push_back(CurrentElectron);



// remove double-counting of electrons as jets by removing the electrons from
the jet container

// Remove them from the jet collection (OverlapRemoval is defined in the header
file)
OverlapRemoval(Jets,Electrons, 0.2);

// sort the Jets by PT
SORTER->sort(Jets);

// apply Cut: there are at least two Jets with pT > 40GeV
if (!Manager()->ApplyCut(Jets.size()>=2,"2 leading Jets")) return true;

// the 2 jets with the highest pT are called leading Jets and they are the only
relevant Jets for the following Analysis

LeadingJets.push_back(Jets[0]);

LeadingJets.push_back(Jets[1]);

// all non-isolated electrons are removed, non-isolated electrons are within a
cone of deltaR < 0.5 around a leading Jet

// Remove the non-isolated electrons with respect to the two leading jets
OverlapRemoval(Electrons, LeadingJets, 0.5);

// sort electrons by pT
SORTER->sort(Electrons);

// collect all Muons with pT > 40GeV in a container
for(unsigned int i=0; i<event.rec()->muons().size(); i++)

const RecLeptonFormat *CurrentMuon = &(event.rec()->muons()[i]);
double pt = CurrentMuon->pt();

double eta = fabs(CurrentMuon->eta());

if(pt>40 && eta<2.4)

Muons.push_back(CurrentMuon);

}

// remove all Muons that are not isolated from Jets (see electron selection)
OverlapRemoval(Muons, LeadingJets, 0.5);

// sort Muons by pT
SORTER->sort(Muons);

// Second isolation criterium for mouns

// reduction of muons from decay-in-flight: erase every muon if the pT sum of
every track within a cone of deltaR < 0.3 around the muon is larger than 10% of



the muon pT
for(int i = Muons.size()-1; i >= 0; i--)

for(unsigned int j = 0; j < Muons[i]->isolCones().size(); j++)
if(fabs(Muons[i]->isolCones()[j].deltaR() - 0.3) < 0.001)
if(Muons[i]->isolCones()[j].sumPT() > 0.10*Muons[i]->pt())

Muons.erase(Muons.begin()+1i);
break;

}

// the lepton with highest pT is called leading lepton while the lepton of the
same-flavour and the second highest pT (of the leptons with the same flavour) is
called subleading lepton

bool isEE = false, isMUMU=false;
// looking for events that fullfill the requirements for an electron event

// Checking if there are more than two electrons with pT>40GeV and at least one
electron has pT>60GeV
if(Electrons.size()>=2)

if(Electrons[0]->pt()>60.) isEE=true;//now the leading/subleading electron is
the frist/second electron in the container

}

// looking for events that fullfill the requirements for an muon event

// Checking if there are more than two muons with pT>40GeV and at least one muon
has pT>60GeV, one muon must have eta<2.l1 to activate the trigger

int z=1;

if(Muons.size()>=2)

if(Muons[0@]->pt()>60.)

if(fabs(Muons[@]->eta())<2.1) isMUMU=true; //now the leading/subleading muon
is the frist/second muon in the container
else

{

for(unsigned int i=1; i<Muons.size(); i++)

if(fabs(Muons[i]->eta())<2.1)
{
isMUMU=true;
z=1;
break; //now the leading/subleading muon is the frist/i muon in the
container
}
}
}
}



}

//decide: muon or electron event
if(isMUMU && 1isEE)

if((Muons[0]->pt()+Muons[z]->pt())<(Electrons[0]->pt()+Electrons[1]->pt()))
isMUMU=false;
else isEE=false;

}

// apply the cuts (events are put now in one of two regions: electron and muon
event candidates)

if (!Manager()->ApplyCut(isEE, "Electron candidates")) return true;

if (!Manager()->ApplyCut(isMUMU, "Muon candidates")) return true;

// trigger efficiency: event-weigth multiplied with the propability that the
event activates the trigger

if(isEE) Manager()->SetCurrentEventWeight(wgt*.99);

if(isMUMU) Manager()->SetCurrentEventWeight (wgt*.98);

// Signal lepton collection in container

if(isee) { LeadingLeptons.push_back(Electrons[0]);
LeadingLeptons.push_back(Electrons[1]); }

else { LeadingLeptons.push_back(Muons[0]); LeadingLeptons.push_back(Muons[z]);

Y e e e T
Y e I e
// Cuts to reduce SM-background
Y e e R E R T T
Y e e e T T
Y e R e
// Calculation of Mee, Mmumu, Meejj and Mmumujj
Y e e e T
double M1l = 0.,
double M11ljj = 0.;

// calculate M_11 for the two leading Leptons
TLorentzVector pll;
for(int e = 0; e < 2; e++)
{
TLorentzVector tmp = LeadingLeptons[e]->momentum();
pll = pll + tmp;

}
M1l = pll.M();
// calculate M_11jj for the two leading Jets
for(int j = 0; j < 2; j++)
{
TLorentzVector tmp = Jets[j]->momentum();
pll = pll + tmp;

3
M11jj = pll.mM();

// Cuts: Mee or Mmumu > 200GeV; Meejj or Mmumujj > 600GeV



// M1l Cut

// fill histogram
if(isEE) {Manager()->FillHisto("Mee", M11l);}

// fill histogram
if(isMuMU) {Manager()->FillHisto("Mmumu", M11);}

// apply cut M1l > 200.
if (!Manager()->ApplyCut(M1ll > 200.,"M11 > 200GeV")) return true;
//M11jj Cut

// fill histogram
if(isEE) {Manager()->FillHisto("Meejj", M113jj);}

// fill histogram
if(isMUMU) {Manager()->FillHisto("Mmumujj", M11jj);}

// apply cut M_11jj > 600GeV
if (!'Manager()->ApplyCut(M11ljj > 600.,"M11jj > 600GeV")) return true;

// fill histogram
if(isEE) {Manager()->FillHisto("Meejj for analysis", M11jj);}

// fill histogram
if(isMUMU) {Manager()->FillHisto("Mmumujj for analysis", M11jj);}

return true;

}



(*******************************************************************************

Rk Sk Sk b S S SRRk S b b

(Frxxxx FeynRules model file for a simplified G(221)-inspired wprime model
*kk kK *k

(FrrHEEx WARNING: the Higgs sector has not been implemented

*kkkkhk*k

(Frxxxx Authors: B. Fuks

* kkkk*k
(******
*kkkkk*
L R R R R R R R R R R R R R I R I I R R

*************************)

(* khkkkkhkhkkkhkkhkhkkkhkhkkxkhkhkhkkkhkhkxkhkkhkxkkx *x

(* *kkkk Informatlon *kkkk *)
(* khkkhkkhkhkhkhkhkhkhhkhkhhkhkhhkhkhkkhk*x *)

M$ModelName = "wprime-LR";

M$Information = {

Authors -> {"B. Fuks"},
Version -> "1.1",
Date -> "15. 07. 2015",
Institutions -> {"IPHC Strasbourg / University of Strasbourg"},
Emails -> {"benjamin.fuks@cnrs.in2p3.fr"},
URLS _> nn
Iy

FeynmanGauge = False;

(* LR S I R I b b O *)

(* * % % % % Gauge groups * % % % % *)
* Ak hkhkhkhkhkhkhkhkhkhkhkhkhkhkhkdkhkhkhkhkhkhkd* *)
M$GaugeGroups = {
UlX == { Abelian -> True, CouplingConstant -> gX, GaugeBoson -> BX, Charge->X
+
SU21 == { Abelian -> False, CouplingConstant -> g1, GaugeBoson -> W1i,
StructureConstant -> epl, Representations -> {T1,SU2D1},
Definitions -> {T1[Index[SU2W1,a_],b__]->PauliSigma[Index[SU2W1,a],b]/2, epl-
>Eps} },
SU22 == { Abelian -> False, CouplingConstant -> g2, GaugeBoson -> W2i,
StructureConstant -> ep2, Representations -> {T2,SU2D2},
Definitions -> {T2[Index[SU2Ww2,a_],i_,j_]->-PauliSigma[Index[SU2w2,a],j,1]/2,
ep2->Eps} },
SU3C == { Abelian -> False, CouplingConstant -> gs, GaugeBoson -> G,
StructureConstant -> f, SymmetricTensor -> dSUN,Representations->{{T,Colour},
{Tb,Colourb}} 1}

l4

(* khkhkkkhhkdrkhkdkhrkhkkhkhkxkhdkhrkkkhkhkxkhkhkxkk %

(* * kk k% IndlceS *kkk*k *)
(* kkhkkkkhkhkkkhkkhkhkkkhhkkkhhkkkhhkxkkhk*x* *)
(* Gauge indices *)
IndexRange[Index[SU2W1]]
IndexRange[Index[SU2W2]]
IndexRange[Index[SU2D1]]
IndexRange[Index[SU2D2]]
IndexRange[Index[Gluon ]]
IndexRange[Index[Colour ]]

Unfold[Range[3]]; IndexStyle[Su2wl, j];
Unfold[Range[3]]; IndexStyle[SuU2w2,j];
Unfold[Range[2]]; IndexStyle[SU2D1,k];
Unfold[Range[2]]; IndexStyle[SU2D2, k];
NoUnfold[Range[8]]; IndexStyle[Gluon, a];
NoUnfold[Range[3]]; IndexStyle[Colour, m];

(* Generation indices *)
IndexRange[Index[GEN ]] = Range[3]; IndexStyle[GEN, f];

(* khkhkkkhhkkrkhdkhrkhkkhhkxhdkhrkkdkhxkhkdkxkk *x

(* *** Interaction orders *** *)



(* *** (as used by mg5) *** *)

(* khkkhkkhkhkhhhkhhhkhhhkhhhkrkkhkrkkhkr*x *

M$InteractionOrderHierarchy = { {QCD, 1}, {QED, 2} },;

(* khkkhkkhkkhkhkhkhhhkhdkhkhhkhkhhkhkhkkhk*x *)

(* **** Particle classes **** *)

* kkkhkhkkkhkhkhkkkhkhkkkhkhkhkkkhkhkkxkkhkhkkkkhkkx *)

M$ClassesDescription = {
(* SU(2) triplets and U(1) *)

V[11] == { ClassName->BX, Unphysical->True, SelfConjugate->True,
Definitions -> { BX[mu_] -> cphi (-sth Z[mu]+cth A[mu]) - sphi Zp[mu] } },
V[12] == { ClassName->W1i, Unphysical->True, SelfConjugate->True, Indices-

>{Index[SU2w1l]}, FlavorIndex->SU2W1,

Definitions -> { Wii[mu_,1] -> (Wbar[mu]+W[mu])/Sqrt[2], Wii[mu_,2] ->
(Wbar[mu]-W[mu])/(I*Sqrt[2]), Wii[mu_,3] -> cth Z[mu] + sth A[mul} 3},

V[13] == { ClassName->W2i, Unphysical->True, SelfConjugate->True, Indices-
>{Index[SU2W2]}, FlavorIndex->SU2W2,

Definitions -> { W2i[mu_,1] -> (Wpbar[mu]+Wp[mu])/Sqrt[2], W2i[mu_,2] ->
(Wpbar[mu]l-Wp[mu])/(I*Sqrt[2]), W2i[mu_,3] -> sphi (-sth Z[mu]+cth A[mu]) + cphi
Zp[mul} 3,

(* Neutral weak bosons *)
V[1] == { ClassName->A, SelfConjugate->True, Mass->0, width->0,
ParticleName->"a", PDG->22, PropagatorLabel->"A", PropagatorType->Sine,
PropagatorArrow->None},
V[2] == { ClassName->Z, SelfConjugate->True, Mass->{MZ, 91.1876}, Width-
>{Wz,2.4952},
ParticleName->"Z", PDG->23, PropagatorLabel->"Z", PropagatorType->Sine,
PropagatorArrow->None},
V[3] == { ClassName->Zp, SelfConjugate->True, Mass->{MZp,Internal}, Width-
>{Wzp,10.},
ParticleName->"Zp", PDG->32, PropagatorLabel->"Zp", PropagatorType->Sine,
PropagatorArrow->None},
(* Charge weak bosons *)
V[4] == { ClassName->W, SelfConjugate->False, Mass->{MW, Internal}, Width-
>{Ww, 2.085},
ParticleName->"w+", PDG->24, PropagatorLabel->"W", PropagatorType->Sine,
PropagatorArrow->Forward, AntiParticleName->"W-", QuantumNumbers->{Q->1} },
V[5] == { ClassName->Wp, SelfConjugate->False, Mass->{Mwp,Internal},
width->{wwp,10.},
ParticleName->"Wp+", PDG->34, PropagatorLabel->"Wp", PropagatorType->Sine,
PropagatorArrow->Forward, AntiParticleName->"Wp-", QuantumNumbers->{Q->1} },
(* QCD *)
V[6] == { ClassName->G, SelfConjugate->True, Mass->0, width->0,
ParticleName->"g", PDG->21, PropagatorLabel->"G", PropagatorType->C,
PropagatorArrow->None, Indices->{Index[Gluon]} },

(* Fermionic gauge eigenstates *)
W[31] == { ClassName->LLw, Unphysical->True, Chirality->Left, SelfConjugate-
>False,

Indices->{Index[SU2D1], Index[GEN]}, FlavorIndex->SU2D1,
QuantumNumbers->{X ->-1/2},

Definitions->{LLw[s_,1,ff_]->vLw[s,ff], LLw[s_,2,ff_]->eLw[s,ff]}},
W[32] == { ClassName->LRw, Unphysical->True, Chirality->Left, SelfConjugate-
>False,

Indices->{Index[SU2D2], Index[GEN]}, FlavorIndex->SU2D2,
QuantumNumbers->{X -> 1/2},

Definitions->{LRw[s_,1,ff_]->VRw[s, ff], LRw[s_,2,ff_]->ERw[s,ff]}},
W[33] == { ClassName->QLw, Unphysical->True, Chirality->Left, SelfConjugate-
>False,

Indices->{Index[SU2D1], Index[GEN], Index[Colour]}, FlavorIndex->SU2D1,
QuantumNumbers->{X -> 1/6},

Definitions->{QLw[s_,1,ff_,cc_]->uLw[s, ff,cc],
QLw[s_,2,ff_,cc_]:>Module[{ff2}, CKM[ff,ff2] dLw[s,ff2,cc]]}},
W[34] == { ClassName->QRw, Unphysical->True, Chirality->Left, SelfConjugate-



>False,
Indices->{Index[SU2D2], Index[GEN], Index[Colourb]}, FlavorIndex-
>SU2D2, QuantumNumbers->{X -> -1/6},
Definitions->{QRw[s_,1,ff_,cc_]->URw[s, ff,cc],
QRw[s_,2,ff_,cc_]:>Module[{ff2}, CKM[ff,ff2] DRw[s,ff2,cc]]}},
W[7] == { ClassName->vLw, Unphysical->True, Chirality->Left, SelfConjugate-
>False, Indices->{Index[GEN]}, FlavorIndex->GEN },
W[8] == { ClassName->elLw, Unphysical->True, Chirality->Left, SelfConjugate-
>False, Indices->{Index[GEN]}, FlavorIndex->GEN },
W[9] == { ClassName->VRw, Unphysical->True, Chirality->Left, SelfConjugate-
>False, Indices->{Index[GEN]}, FlavorIndex->GEN },
W[10]== { ClassName->ERw, Unphysical->True, Chirality->Left, SelfConjugate-
>False, Indices->{Index[GEN]}, FlavorIndex->GEN },
W[11]== { ClassName->ulLw, Unphysical->True, Chirality->Left, SelfConjugate-
>False, Indices->{Index[GEN],Index[Colour]}, FlavorIndex->GEN },
W[12]== { ClassName->dLw, Unphysical->True, Chirality->Left, SelfConjugate-
>False, Indices->{Index[GEN],Index[Colour]}, FlavorIndex->GEN },
W[13]== { ClassName->URw, Unphysical->True, Chirality->Left, SelfConjugate-
>False, Indices->{Index[GEN], Index[Colourb]}, FlavorIndex->GEN },
W[14]== { ClassName->DRw, Unphysical->True, Chirality->Left, SelfConjugate-
>False, Indices->{Index[GEN],Index[Colourb]}, FlavorIndex->GEN },
W[101]== { ClassName->NLw, Unphysical->True, Chirality->Left, SelfConjugate-
>False, Indices->{Index[GEN]}, FlavorIndex->GEN },
W[102]== { ClassName->NRw, Unphysical->True, Chirality->Left, SelfConjugate-
>False, Indices->{Index[GEN]}, FlavorIndex->GEN },

(* Fermionic mass eigenstates *)
F[5] == { ClassName->v1, SelfConjugate->True, Indices->{Index[GEN]},
FlavorIndex->GEN, WeylComponents->{vLw, NRwbar},
ParticleName->{"ve", "vm",6 "vt"}, ClassMembers->{ve,vm,vt},
Mass->0, Width->0, PDG->{12,14,16},
PropagatorLabel->{"v", "ve", "vm",6 "vt"}, PropagatorType->Straight,
PropagatorArrow->Forward},
F[6] == { ClassName->N1, SelfConjugate->True, Indices->{Index[GEN]},
FlavorIndex->GEN, WeylComponents->{NLw, VRwbar},
ParticleName->{"Ne", "Nm", "Nt"}, ClassMembers->{Ne,Nm, Nt},
Mass->{MN1, {MNe, 6000}, {MNm, 6000}, {MNt, 6000}}, wWidth->{WN1, {WNe, 10},
{WNm, 10}, {WNt, 10}}, PDG->{6000012,6000014, 6000016},
PropagatorLabel->{"N1", "Ne", "Nm", "Nt"}, PropagatorType->Straight,
PropagatorArrow->Forward},
F[7] == { ClassName->1, SelfConjugate->False, Indices->{Index[GEN]},
FlavorIndex->GEN, QuantumNumbers->{Q->-1}, WeylComponents->{elLw, ERwbar},
ParticleName->{"e-", "mu-","tau-"3}, AntiParticleName->{"e+", "mu+",6 "tau+"},
ClassMembers->{e,m, ta},
Mass->{M1, {Me,5.11*A-4}, {MMU,0.10566}, {MTA,1.777}}, Width->0, PDG-
>{11,13,15},
PropagatorLabel->{"1","e","mu", "tau"}, PropagatorType->Straight,
PropagatorArrow->Forward},
F[8] == { ClassName->uqg, SelfConjugate->False, Indices-
>{Index[GEN], Index[Colour]}, FlavorIndex->GEN, QuantumNumbers->{Q-> 2/3},
WeylComponents->{uLw, URwbar},
ParticleName->{"u","c","t"}, AntiParticleName->{"u~",6"c~",6"t~"},
ClassMembers->{u,c, t},
Mass->{Muq, {MU, 2.55*A-3}, {MC,1.27}, {MT,172}}, width->{0,0,
{WT,1.50833649}}, PDG->{2,4,6},
PropagatorLabel->{"uq","u","c","t"}, PropagatorType->Straight,
PropagatorArrow->Forward},
F[9] == { ClassName->dq, SelfConjugate->False, Indices-
>{Index[GEN], Index[Colour]}, FlavorIndex->GEN, QuantumNumbers->{Q->-1/3},
WeylComponents->{dLw, DRwbar},
ParticleName->{"d","s","b"}, AntiParticleName->{"d~","s~","b~"},
ClassMembers->{d, s, b},
Mass->{Mdq, {MD,5.04*7-3}, {MS,0.101}, {MB,4.7}}, width->0, PDG->{1,3,5},
PropagatorLabel->{"dq","d","s","b"}, PropagatorType->Straight,



PropagatorArrow->Forward}

}-
l4
(* khkhkkkhkhkkkhkhkhkkkhkhkxkhkdkhrkkkhkhxkhkhkxkk, *x

(* *kkk*k Parameters *kkkk *)
(* khkkhkkhkhkhkhkhkhkhkkhkhkkhkhkkhkhkkkhk*x *)

M$Parameters = {

(* Electroweak and QCD inputs *)
aEwWM1 == { TeX->Subsuperscript[\[Alpha],w, -1], ParameterType->External,
BlockName->SMINPUTS, OrderBlock->1, Value->127.9, InteractionOrder->{QED, -

2},

Description->"Inverse of the EW coupling constant at the Z pole"},
Gf == { TeX -> Subscript[G, f], ParameterType->External,
BlockName->SMINPUTS, OrderBlock->2, Value->1.16637*A-5, InteractionOrder->{QED,

2},
Description->"Fermi constant"},
as == { TeX->Subscript[\[Alpha], s], ParameterType->External,
BlockName->SMINPUTS, OrderBlock->5, Value->0.1184, InteractionOrder->{QCD, 2},
Description->"Strong coupling constant at the Z pole."},
aEW == { TeX->Subscript[\[Alpha],EW], ParameterType->Internal, Value-> 1/aEwM1,
InteractionOrder->{QED, 2},
Description -> "Electroweak coupling constant" },
cabi == { TeX -> Subscript[\[Theta], c], ParameterType -> External, BlockName
-> CKMBLOCK, OrderBlock -> 1,Value -> 0.227736, Description -> "Cabibbo
angle" 3},

(* New Physics (NP) inputs *)
cphi == { TeX -> Subscript[c,\[Phi]], ParameterType -> External, BlockName-
>NPINPUTS, OrderBlock->1, Value ->0.2,

Description -> "Cosine of the U(1)X / SU(2)_2 mixing angle"},
xx == { TeX -> X, ParameterType -> External, BlockName->NPINPUTS, OrderBlock-
>2, Value ->200.,

Description -> "Ratio of the two symmetry breaking scales"},
s2b == { TeX -> Subscript[t,\[Beta]], ParameterType -> External, BlockName-
>NPINPUTS, OrderBlock->3, Value ->0.25,

Description -> "Sine of twice the Higgs beta angle"},
TripletFlag == { ParameterType -> External, BlockName->NPINPUTS, OrderBlock-
>4, Value ->1},

(* Weak mixing angles *)
c2b == { ParameterType -> Internal, Value -> Sqrt[1-s2bAr2],
Description-> "Cosine of twice the Higgs beta angle" 1},
sb == { TeX->Subscript[s,\[Beta]], ParameterType->Internal, Value->Sqrt[1/2(1-
c2b)],
Description->"Sine of the beta angle"},
sphi == { TeX->Subscript[s,\[Phi]], ParameterType->Internal, Value->Sqrt[1-
cphin2],
Description->"Sine of the U(1)X / SU(2)_2 mixing angle"},
s2th== { ParameterType -> Internal, Value -> Sqrt[4*Pi aEW/(Sqrt[2] MZA2 Gf)
(1-1/xx(cphind/(1+3*TripletFlag)-s2br2/(1+TripletFlag)))],
Description-> "Sine of twice the U(1)Y / SU(2)_L mixing angle" },
c2th== { ParameterType -> Internal, Value -> Sqrt[1-s2thA2],
Description-> "Cosine of twice the U(1)Y / SU(2)_L mixing angle" },
sth == { TeX->Subscript[s,\[Theta]], ParameterType->Internal, Value-
>Sqrt[1/2(1-c2th)],
Description->"Sine of the U(1)Y / SU(2)_L mixing angle"},
cth == { TeX->Subscript[c,\[Theta]], ParameterType->Internal, Value-
>Sqrt[1/2(1+c2th)],
Description->"Cosine of the U(1)Y / SU(2)_L mixing angle"},

(* coupling constants *)
ee == { TeX -> e, ParameterType -> Internal, Value -> Sqrt[4 Pi aEW],



InteractionOrder -> {QED,1},
Description -> "Electromagnetic coupling constant"},
g1 == { TeX->Subscript[g,1], ParameterType->Internal, Definitions->{g1-
>ee/sth}, InteractionOrder->{QED,1},
Description->"SU(2)_1 coupling constant"},
g2 == { TeX->Subscript[g,2], ParameterType->Internal, Definitions->{g2->ee/
(sphi cth)}, InteractionOrder->{QED,1},
Description->"SU(2)_2 coupling constant"},
gX == { TeX->Subscript[g,X], ParameterType->Internal, Definitions->{gX->ee/
(cphi cth)}, InteractionOrder->{QED,1},
Description->"U(1)X coupling constant"},
gs == { TeX -> Subscript[g,s], ParameterType -> Internal, Value -> Sqrt[4 Pi
aS], InteractionOrder -> {QCD, 1},
ParameterName -> G, Description -> "Strong coupling constant at the Z
pole" },

(* Masses *)
vev == { ParameterType -> Internal, Value -> Sqrt[1/Sqrt[2]/Gf*(1+s2br2/
((1+TripletFlag)*xx))], InteractionOrder -> {QED, -1},
Description-> "Higgs vacuum expectation value" },
MW == { TeX -> Subscript[M,W], ParameterType -> Internal, Value -> ee vev/(2
sth) (1-sbnr2/(2 (1+TripletFlag) xx)),
Description -> "W mass" },
MZp == { TeX -> Subscript[M,Z'], ParameterType -> Internal, Value ->
SqQrt[1/4* (g2/2+gXA2) *xx*vevA2* (1+3*TripletFlag) + cphin2/4*g2n2*vevA2],
Description -> "Zp mass" },
MWp == { TeX -> Subscript[M,W'], ParameterType -> Internal, Value ->
Sqrt[1/4*g2n2*xx*vevA2* (1+TripletFlag) + 1/4 g2/2*vevA2],
Description -> "Wp mass" },

(* CKM matrices *)
CKM == { TeX -> Superscript[V,CKM], ParameterType -> Internal, Indices ->
{Index[GEN], Index[GEN]}, Unitary -> True,

Value -> {CKM[1,1] -> Cos[cabi], CKM[1,2] -> Sin[cabi], CKM[1,3] -> 0,
CKM[2,1] -> -Sin[cabi], CKM[2,2] -> Cos[cabi], CKM[2,3] -> 0, CKM[3,1] -> 0,
CKM[3,2] -> 0, CKM[3,3] -> 1},

Description -> "CKM-Matrix"}

3
* kkkhkhkkkhkkhkhkkkhkhkkkhkhkhkkkhkhkkkhkhkxkhkhkhkk *

(* *k k Kk k Lagranglan *k kkk *)
(* khkkhkkhkhkhkhkhkhkhhkhkhhkhkhhkhkhkkhk*x *)

LGauge := -1/4ExpandIndices[FS[BX,mu,nu] FS[BX,mu,nu] + FS[W1i,mu,nu,ii]
FS[W1i,mu, nu,ii] + FS[W2i,mu,nu,ii] FS[W2i,mu,nu,ii] + FS[G, mu,nu,aa]
FS[G,mu,nu,aa]l];

LFermions := Block[{LLag},
LLag = ExpandIndices[
-I QLwbar[sp1, i1, f1l, cc].DC[QLw[sp2, i1, fl, cc], mu] sibar[mu, spl, sp2]

I QRwbar([sp1, i1, fl, cc].DC[QRw[sp2, i1, fl, cc], mu] sibar[mu, spl, sp2]

I LLwbar([sp1, i1, fl1l].DC[LLw[sp2, i1, fl], mu] sibar[mu, spl, sp2] -
I LRwbar([sp1, i1, fl].DC[LRw[sp2, i1, fl], mu] sibar[mu, spl, sp2],
FlavorIndex -> {SU2wl, SU2w2, SU2D1, SU2D2}];

Colourb=Colour;

LLag=LLag/.Tb[a_,i_,j_]1->-T[a,j,i];

Return[WeylToDirac[LLag]];
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LWPLR:= LGauge + LFermions;



