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## 1. Introduction

The standard model (SM) of particle physics as we know it today [1-3] has proven to be remarkably successful at describing experimentally observed features of nature. The discovery of the theoretically predicted [4, 5] Higgs boson in 2012 [6] undoubtedly represents one highlight in the recent history of the SM. However, observations like, for example, neutrino flavour oscillations, proving neutrinos are massive [7, [8] strongly indicate that the SM is not complete. Physicists thus try to find beyond standard model (BSM) theories explaining at least one open problem while agreeing with the SM in regions it demonstrates robust applicability.
One of the well-known BSM theories is supersymmetry (SUSY), a symmetry relating fermionic and bosonic degrees of freedom. After surpassing some mathematical obstacles 9,10 SUSY started to become prominent in the 1970s [11, 12]. Its significance in physical discussions increased because SUSY is able to resolve multiple limitations of the SM while also fitting well in the Poincaré group, the mathematical description of spacetime symmetries.
Consequently, high-energy particle colliders like the large hadron collider (LHC) started searching for SUSY particles. Along with the experimental efforts comes the need for precise theoretical predictions. State-of-the-art higher order calculations yield cross section, for example, for the strong squark pair, associated squark neutralino and neutralino pair production implemented and publicly available in, for example [13, 14]. Experimental collaborations like ATLAS and CMS base their analyses on these calculations, first focusing mainly on strong production and then including weak processes as well. However, no indication for SUSY signals was found in any of their numerous searches like 1520 . SUSY still remains a central topic of physical discussion and recent analyses 21,24 push the lower mass limits, depending on the considered model, into the TeV regime for squarks.
The data recorded from all the analyses can be reinterpreted in different scenarios. For the channels of interest in this thesis, so far, only squark pair production or squark pair production in combination with the associated squark neutralino channel has been included in single signal region (SR) interpretations 25. To further profit from the already collected data, it is necessary to add the weak neutralino pair production and furthermore combine different analyses in a statistical approach without double counting physical effects. The code TACO 26 tackles this problem by calculating the correlation of different SRS for a specific set of events in a recasted scenario and computing their best possible combination with a graph-based algorithm.
Within this discussion, we consider a simplified SUSY scenario restricted to one neutralino and one squark but containing all three previously mentioned processes. Using this scenario, we showcase the gain in exclusion resulting from taking all three processes into account and combining the most constraining uncorrelated SRs from multiple analyses. The results will also be made publicly available in 27 .
We start by introducing the basic concepts of SUSY in section 2, Afterwards, section 3 provides details on the considered scenario as well as an outline of the used toolchain. The detailed discussion of the individual steps is split between section 4, dealing with the event generation including the parton shower and jet merging, and section 5, explaining the cross sections and
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the statistical analysis. The final results for single and combined processes and for single and combined $5 R$ analyses are given in section 6 . Finally, we summarise and give a conclusion in section 7

## 2. Supersymmetry

Supersymmetry, the symmetry that connects bosonic and fermionic degrees of freedom came up in the early 1970s, among others pushed through publications like [12]. A real SUSY hype started as evidenced by many hundreds and sometimes up to around two thousand publications regarding this topic per year. This was motivated by the solutions SUSY could provide for still unanswered questions regarding the SM and thus the universe we live in while being nicely integrated in the fundamental spacetime symmetry described by the Poincaré group. In the following section we want to motivate and introduce the concepts of SUSY briefly. We will first address the group theoretical structure [28], give a general motivation based on observations and introduce the new particle content 29. However, a complete mathematical description and derivation of SUSY would exceed the scope of this thesis and therefore, this section aims just to give an introductory overview.

### 2.1. Symmetries in Physics

One of the fundamental concepts in physics are symmetries, transformations that leave specific properties of a physical system unchanged. There are continuous transformations like rotations or translations as well as discrete symmetries like parity or time reversal, characterising the universe we live in. Considering the term supersymmetry it appears natural to review symmetries and their mathematical description, group theory, in this thesis. In the following, we will briefly repeat the basics of group theory, introduce the Lorentz and the Poincaré group and discuss how SUSY fits into this picture.

### 2.1.1. Group Theory

Generally a group is a set of elements and an operation which is associative, includes a one and an inverse element, and is complete, or expressed in mathematical terms

$$
\begin{align*}
& \forall a, b, c \in G, \quad a \cdot(b \cdot c)=(a \cdot b) \cdot c,  \tag{1}\\
& \exists e \in G: \forall a \in G, \quad a \cdot e=e \cdot a=a  \tag{2}\\
& \forall a \in G, \quad \exists a^{-1} \in G: a \cdot a^{-1}=a^{-1} \cdot a=e  \tag{3}\\
& \forall a, b \in G, \quad a \cdot b \in G \tag{4}
\end{align*}
$$

with $G$ representing the group. Every transformation fulfilling these axioms is called a group. Lie theory treats continuous symmetries, so transformations that are parameterised by one or multiple parameters which can be tuned continuously. For example rotations of angle $\Phi$ which can take any value. In contrast to discrete symmetries like spatial reflection, continuous symmetries incorporate elements arbitrarily close to the identity transformation. Mathematically they can be written as

$$
\begin{equation*}
g(\epsilon)=I+\epsilon X \tag{5}
\end{equation*}
$$
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with a small parameter $\epsilon$ and a so called generator $X$. Repeatingly applying those infinitesimal transformations results in a finite transformation, for example, for a rotation around an angle $\theta$

$$
\begin{equation*}
h(\theta)=\lim _{N \rightarrow \infty}\left(I+\frac{\theta}{N} X\right)^{N}=e^{\theta X} \tag{6}
\end{equation*}
$$

Therefore, the finite transformation $h$ is generated with the generator $X$ given as

$$
\begin{equation*}
X=\left.\frac{\mathrm{d} h(\theta)}{\mathrm{d} \theta}\right|_{\theta=0} \tag{7}
\end{equation*}
$$

The set of generators of a Lie group $G$ together with a Lie bracket [, ] is called Lie algebra $\mathfrak{g}$. For matrix Lie groups, the Lie bracket is the commutator, under which the Lie algebra is closed:

$$
\begin{equation*}
\forall X, Y \in \mathfrak{g}, \quad[X, Y] \in \mathfrak{g} \tag{8}
\end{equation*}
$$

In order to relate a group, which describes transformations without a connection to any physical object, to the real world, a representation is needed. Representations map any group element $g$ to a linear transformation $R(g)$ of a vector space, while preserving the group properties listed in eqs. (1) to (4). Thus, the abstract transformation described by the group is mapped to a specific vector space. For example $S U(2)$ can act on objects in $\mathbb{C}^{2}$ as $2 \times 2$ matrices while also being able to describe rotations of objects in $\mathbb{C}^{3}$ as $3 \times 3$ matrices.

In particle physics special attention is paid to representations with no invariant subspace but the zero space, so called irreducible representations. This means the matrix cannot be rewritten in a block diagonal form. These irreducible representations are used to describe elementary particles.

### 2.1.2. Lorentz Group

The Lorentz group includes all transformations that preserve

$$
\begin{equation*}
x^{\mu} x_{\mu}=x^{\mu} \eta_{\mu \nu} x^{\nu}=\left(x^{0}\right)^{2}-\left(x^{1}\right)^{2}-\left(x^{2}\right)^{2}-\left(x^{3}\right)^{2} \tag{9}
\end{equation*}
$$

with the Minkowski metric $\eta_{\mu \nu}=\operatorname{diag}(1,-1,-1,-1)$ which also gives the Lorentz group the name $O(1,3)$. Here and in the following, we use greek letters as indices to denote all four space time directions like $\mu, \nu \in\{0,1,2,3\}$, latin letters for solely space directions like $i, j \in\{1,2,3\}$ and employ Einsteins summation convention. The group is set up by considering a general transformation $\Lambda$ with $x^{\mu} \rightarrow x^{\mu}=\Lambda_{\nu}^{\mu} x^{\nu}$ that preserves the inner product. This implies that the relation

$$
\begin{equation*}
\Lambda_{\mu}{ }^{\sigma} \eta_{\sigma \tau} \Lambda_{\nu}^{\tau}=\eta_{\mu \nu} \quad \text { or } \quad \Lambda^{T} \eta \Lambda=\eta \tag{10}
\end{equation*}
$$

in index and matrix form respectively, must hold. The previous relation defines the Lorentz transformation, however, considering the determinant

$$
\begin{equation*}
\operatorname{det}(\Lambda) \underbrace{\operatorname{det}(\eta)}_{=-1} \operatorname{det}(\Lambda)=\underbrace{\operatorname{det}(\eta)}_{=-1} \Longrightarrow \operatorname{det}(\Lambda)= \pm 1, \tag{11}
\end{equation*}
$$

and the $(0,0)$ element of the metric

$$
\begin{equation*}
1=\eta_{00}=\Lambda_{0}{ }^{\sigma} \eta_{\sigma \tau} \Lambda_{0}^{\tau}=\left(\Lambda_{0}^{0}\right)^{2}-\sum_{i=1}^{3}\left(\Lambda_{i}^{0}\right)^{2} \Longrightarrow \Lambda_{0}^{0}= \pm \sqrt{1+\sum_{i}\left(\Lambda_{i}^{0}\right)^{2}} \tag{12}
\end{equation*}
$$

allows the transformations to be sorted into subcategories. They are denoted as $L_{+}^{\uparrow}, L_{-}^{\uparrow}$, $L_{+}^{\downarrow}$ and $L_{-}^{\downarrow}$, encoding if the determinant is +1 or -1 in the subscript and if $\Lambda_{0}^{0} \geq 1$ or $\Lambda_{0}^{0} \leq-1$ with up and down arrows respectively. The identity has $\operatorname{det}(I)=1$ and $I_{0}^{0}=$ 1 and thus belongs to $L_{+}^{\uparrow}$. This is crucial since the definition of the categories incorporate gaps, such that there are no transformations with a determinant between +1 and -1 and similarly no transformations with the first element being in this interval either. Thus, only $L_{+}^{\uparrow}$, the proper orthochonous Lorentz group, can be smoothly connected to the identity and built up from infinitesimal transformations. Therefore, we will concentrate on this category in the following, however, the other categories can be entered by employing parity and time reversal transformations:

$$
\begin{equation*}
O(1,3)=\left\{L_{+}^{\uparrow}, L_{-}^{\uparrow}, L_{+}^{\downarrow}, L_{-}^{\downarrow}\right\}=\left\{L_{+}^{\uparrow}, \Lambda_{P} L_{+}^{\uparrow}, \Lambda_{T} L_{+}^{\uparrow}, \Lambda_{T} \Lambda_{P} L_{+}^{\uparrow}\right\} \tag{13}
\end{equation*}
$$

with $\Lambda_{P}=\operatorname{diag}(1,-1,-1,-1)$ and $\Lambda_{T}=\operatorname{diag}(-1,1,1,1)$.
One explicit representation of the Lorentz group acting on four-vectors is given by $4 \times 4$ matrices. The condition in eq. 10 reduces the free parameters of the transformation matrices from 16 to six, so six independent generators build the basis of the Lie algebra. First of, one finds that rotation in three-dimensional space, so transformations involving only space and no time components fulfill the condition. Therefore, three generators are given by

$$
J_{i}=\left(\begin{array}{cc}
0 &  \tag{14}\\
& J_{i}^{3 \mathrm{~d}}
\end{array}\right) \quad \text { with } \quad\left(J_{i}^{3 \mathrm{~d}}\right)_{j k}=-i \epsilon_{i j k}
$$

as known from $S O(3)$ incorporating totally antisymmetric tensor $\epsilon_{i j k}$. Transformations involving space and time can be constructed by plugging an infinitesimal transformation

$$
\begin{equation*}
\Lambda_{\rho}^{\mu} \approx \delta_{\rho}^{\mu}+\epsilon K_{\rho}^{\mu} \tag{15}
\end{equation*}
$$
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into the defining condition eq. 10. This yields $K^{T} \eta=-\eta K$ which is fulfilled by the generators

$$
K_{1}=\left(\begin{array}{cccc}
0 & i & 0 & 0  \tag{16}\\
i & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad K_{2}=\left(\begin{array}{cccc}
0 & 0 & i & 0 \\
0 & 0 & 0 & 0 \\
i & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad K_{3}=\left(\begin{array}{cccc}
0 & 0 & 0 & i \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
i & 0 & 0 & 0
\end{array}\right)
$$

which generate the boosts, so the transformation into a coordinate system moving with a different constant velocity. The complete Lie algebra is therefore given by

$$
\begin{align*}
& {\left[J_{i}, J_{j}\right]=i \epsilon_{i j k} J_{k}}  \tag{17}\\
& {\left[K_{i}, K_{j}\right]=-i \epsilon_{i j k} J_{k}}  \tag{18}\\
& {\left[J_{i}, K_{j}\right]=i \epsilon_{i j k} K_{k}} \tag{19}
\end{align*}
$$

generating a general Lorentz transformation of the form $\Lambda=e^{i \vec{\theta} \cdot \vec{J}+i \vec{\phi} \cdot \vec{K}}$. They can be rotated such that the different types of generators commute:

$$
\begin{align*}
N_{i}^{ \pm}= & \frac{1}{2}\left(J_{i} \pm i K_{i}\right)  \tag{20}\\
\Longrightarrow & {\left[N_{i}^{+}, N_{j}^{+}\right]=i \epsilon_{i j k} N_{k}^{+}, }  \tag{21}\\
& {\left[N_{i}^{-}, N_{j}^{-}\right]=i \epsilon_{i j k} N_{k}^{-} }  \tag{22}\\
& {\left[N_{i}^{+}, N_{j}^{-}\right]=0 . } \tag{23}
\end{align*}
$$

Comparing with the $S U(2)$ shows that the Lie algebra of $L_{+}^{\uparrow}$ can be built from two copies of $\mathfrak{s u}(2)$. Therefore, we can rely on the irreducible representations of $S U(2)$, but beware, similar to $S O(3)$ the Lorentz group is not simply connected. The representations derived from $S U(2)$ considerations are thus representations of the covering group of the Lorentz group. We will keep this in mind but for brevity denote the representations of the covering group simply as the representations of the Lorentz and Poincareé group in the following.
The irreducible representations are denoted by $\left(j_{1}, j_{2}\right)$, two integer or half integer numbers.

### 2.1.3. Poincaré Group

In addition to the rotations and boosts from the Lorentz group, translations in space also leave the speed of light constant. This is generated by $P_{\mu}$ which can be related to the momentum operator. The Poincaré group includes rotations, boosts and translations, thus the algebra consists of $J_{i}, K_{i}$ and $P_{\mu}$ and their commutators. However, it is conventional to use

$$
\begin{equation*}
J_{i}=\frac{1}{2} \epsilon_{i j k} M_{j k} \quad \text { and } \quad K_{i}=M_{0 i} \tag{24}
\end{equation*}
$$

which sorts the Poincaré algebra to

$$
\begin{align*}
& {\left[P_{\mu}, P_{\nu}\right]=0}  \tag{25}\\
& {\left[M_{\mu \nu}, P_{\rho}\right]=i\left(\eta_{\mu \rho} P_{\nu}-\eta_{\nu \rho} P_{\mu}\right)}  \tag{26}\\
& {\left[M_{\mu \nu}, M_{\rho \sigma}\right]=i\left(\eta_{\mu \rho} M_{\nu \sigma}-\eta_{\mu \sigma} M_{\nu \rho}-\eta_{\nu \rho} M_{\mu \sigma}+\eta_{\nu \sigma} M_{\mu \rho}\right)} \tag{27}
\end{align*}
$$

The different representation of this group are labelled by the Casimir operators $P_{\mu} P^{\mu} \equiv m^{2}$ and $W_{\mu} W^{\mu} \equiv j=j_{1}+j_{2}$ with the Pauli-Lubanski four-vector

$$
\begin{equation*}
W^{\mu}=\frac{1}{2} \epsilon^{\mu \nu \rho \sigma} P_{\nu} M_{\rho \sigma} \tag{28}
\end{equation*}
$$

They denote the freely varying mass and the half integer or integer spin. Following the previously defined $\left(j_{1}, j_{2}\right)$ representations, spin- 0 , spin- $1 / 2$ and spin- 1 elementary particles transform following the $(0,0),(1 / 2,0) \oplus(0,1 / 2)$ and $(1 / 2,1 / 2)$ representation respectively.

### 2.1.4. Supersymmetry in the Poincaré Group

The previous sections introduced the Lie algebra of the Poincare group, or more precisely, the double cover of the Poincaré group. The fundamental particles are embedded in different representations, from which the free Lagrangians can be derived. Hence, the double cover of the Poincaré group can be seen as the fundamental symmetry group of nature and consequently new spacetime symmetries incorporated in BSM models need to be embedded in it as well. However, the Coleman-Mandula theorem [30], stating the only symmetry group of a scattering matrix is the direct product of the Poncaré group and an internal symmetry group, strongly restricts the choice of new symmetries. But, following Haag, Lopuszanski and Sohnius [31] the extension of the algebra with

$$
\begin{align*}
& \left\{Q, Q^{\dagger}\right\}=P^{\mu}  \tag{29}\\
& \{Q, Q\}=\left\{Q^{\dagger}, Q^{\dagger}\right\}=0  \tag{30}\\
& {\left[Q, P^{\mu}\right]=\left[Q^{\dagger}, P^{\mu}\right]=0} \tag{31}
\end{align*}
$$

with fermionic operators $Q$ and $Q^{\dagger}$ which are in general complex and the known translation operator $P^{\mu}$ is possible. Here, all spinor indices are suppressed. The anti-commuting operators generate transformations that turn bosonic into fermionic states and vice versa

$$
\begin{equation*}
Q \mid \text { boson }\rangle \sim \mid \text { fermion }\rangle \quad Q \mid \text { fermion }\rangle \sim \mid \text { boson }\rangle, \tag{32}
\end{equation*}
$$

and are thus the generators of SUSY. Mathematically multiple sets of these generators are possible and they are investigated in extended SUSY models but are not considered in this thesis. Note that due to Equation 31 the squared mass operator $P^{2}$ also commutes with the SUSY generator and consequently superpartners must have the same mass if SUSY is unbroken. Additionally, the generators of the SM gauge transformations commute with $Q$ and $Q^{\dagger}$ and therefore
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superpartners also carry the same charges, i.e. the same colour, weak isospin and electric charge. The discussed group theory structure of the Poincaré group and the extension with SUSY generators mathematically motivate SUSY. Before introducing the new particle content we want to consider observations which motivate SUSY from a more phenomenological point of view.

### 2.2. Phenomenological Motivation

To begin our brief discussion about why a symmetry between bosons and fermions might be reasonable and which problems it could solve we want to first look at the quantum electrodynamics (QED) Lagrangian given by

$$
\begin{equation*}
\mathcal{L}=i \bar{\Psi} \gamma_{\mu} D^{\mu} \Psi-m_{f} \bar{\Psi} \Psi-\frac{1}{4} F^{\mu \nu} F_{\mu \nu} \tag{33}
\end{equation*}
$$

with a fermionic field $\Psi$. If not for the mass term, this Lagrangian would yield chiral symmetry. Although it is explicitly broken, the fact that chiral symmetry is respected in the limit $m_{f} \rightarrow 0$ still has consequences, in specific it ensures that the radiative correction to the fermion mass also vanishes in the zero mass limit. Following that argument a linearly diverging correction $\Delta m_{f} \propto \Lambda_{\mathrm{UV}}$ like it is indicated by naive dimensional analysis is not physical. Here, the loop integrals are regulated by $\Lambda_{U V}$, interpreted as the energy scale at which new physics gets important at the latest. The right correction given by $\Delta m_{f} \propto m_{f} \ln \left(\Lambda / m_{f}\right)$ is smaller and it is therefore said that fermion masses are protected from large divergences by chiral symmetry [32]. In contrast there is no such symmetry that protects the spin-0 Higgs particle. Considering the

(a) fermionic loop correction

(b) scalar loop correction

Figure 1: Shown are the Feynman diagrams of the one loop corrections, considering fermions and scalars, to the Higss mass.
coupling between Higgs field $H$ and fermion $f$ given by $-\lambda_{f} H \bar{f} f$ or assuming a coupling between Higgs field and a massive scalar $S$ like $-\lambda_{S}|H|^{2}|S|^{2}$ in the Lagrangian, loops as shown in fig. 1a and fig. 1b would yield the corrections

$$
\begin{align*}
\Delta m_{H}^{2} & =-\frac{\left|\lambda_{f}\right|^{2}}{8 \pi^{2}} \Lambda_{\mathrm{UV}}^{2}+\ldots  \tag{34}\\
\Delta m_{H}^{2} & =\frac{\lambda_{s}}{16 \pi^{2}}\left[\Lambda_{\mathrm{UV}}^{2}-2 m_{S}^{2} \ln \left(\Lambda_{\mathrm{UV}} / m_{S}\right)+\ldots\right] \tag{35}
\end{align*}
$$

respectively. Note the relative minus sign between fermion and boson loop corrections. As $\lambda_{f} \propto m_{f}$ the largest fermionic impact results from the top quark. In the bosonic case the $\Lambda_{\mathrm{UV}}^{2}$ term can be avoided by using dimensional regularization but one still keeps the sensitivity to the highest particle masses.

Knowing that it becomes necessary to consider quantum gravitational effects at the reduced Planck scale $M_{P}=2.4 \times 10^{18} \mathrm{GeV}$ sets an upper limit for the cut-off. But if $\Lambda_{\mathrm{UV}}$ is of order $M_{P}$ the corrections would exceed the required light Higgs mass by several orders of magnitude. It is desirable to avoid this problem without fine-tuning by canceling the fermionic with the bosonic divergences. Since we want this cancellation to happen not just at the one loop level but to all orders an accidental compensation is highly improbable. One would rather need a symmetry that relates bosonic and fermionic properties to each other, in other words SUSY, which requires that for every fermionic degree of freedom there is a bosonic one and vice versa. Next to the so far discussed hierarchy problem, SUSY might present a way out of other not yet solved problems in particle physics. One of which is dark matter. Gravitational observations like the rotation curves of dark galaxies imply that the known, visible matter only accounts for apprx. $4 \%$ of the universes matter content. The rest is $73 \%$ dark energy and $23 \%$ dark matter, which is matter that does not interact with photons or gluons. An explanation are weakly interacting massive particles (WIMPs) which are yet to be discovered. With the neutralino, many supersymmetric models yield a promising candidate for a WIMP [33].
Lastly, we want to mention the desired unification of gauge couplings. Following the hypothesis of a grand unified theory all gauge couplings are only different branches of one big gauge group realised in higher energy regions, so in the early universe. Examining of the running couplings by solving the renormalization group equations shows that the couplings do not meet if we just consider the SM case. As shown in fig. 2 unification can be achieved by including the particle content of the minimal supersymmetric standard model (MSSM), the SUSY model with the minimal possible additional particles, in the calculations.


Figure 2: Shown are the running couplings calculated at two loop level in the SM (dashed line) and for masses varying between 750 GeV and 2.5 TeV (solid lines) in theMSSM. Figure is taken from [29].

We can thus conclude, that SUSY is not just a mathematical construct that fits into the group

## 2 Supersymmetry

theoretical description of spacetime symmetries but is also well motivated by theoretical and phenomenological considerations. In the following, we will focus on the MSSM rather than a general SUSY model.

### 2.3. Particle Content of the MSSM

Since the degrees of freedom of supersymmetric partners must equal, which can be derived via the (anti-)commutation relations above (see eqs. 29) to (31), Weyl fermions with two spin helicity degrees of freedom need to be assigned to two real scalars with one degree of freedom each. The scalars are put together in one complex field and the combination of this complex field with the Weyl fermion is called chiral supermultiplet. Therefore, the MSSM contains chiral supermultiplets with the known Weyl fermions like left- and right-handed quarks and leptons combined with their superpartners the squarks and sleptons respectively. Since the latter are spin-0 particles they do not have a helicity but are still marked with indices $L$ and $R$ to indicate which superpartner they are assigned to. Furthermore, all partner particles to known SM particles are denoted with a tilde.
The spin-0 SM Higgs boson is also part of a chiral supermultiplet, but adding just one fermionic partner would result in gauge anomalies. This is resolved if there are two Higgs supermultiplets which transform as doublets under $S U(2)_{L}$ called $H_{u}$ and $H_{d}$ with one electrically charged and one neutral component each for the spin-0 Higgs particles and the spin- $1 / 2$ higgsinos. The neutral SM Higgs is a linear combination of the two neutral components.

Additionally, the combination of a massless (before spontaneous symmetry breaking) spin-1 vector boson with a massless spin- $1 / 2$ Weyl fermion is called gauge supermultiplet. If one uses spin-3/2 fermions instead, the theory would not be renormalizable any more. In the MSSM the superpartners for the gauge bosons before electroweak symmetry breaking gluon, $W$-boson and $B$-boson are the gluino, wino and bino. The particle content of the chiral and gauge multiplets in the MSSM is summarised in table 1 .
None of the superpartners to any SM particle is found so far, which might be surprising since they should be of the same mass. Therefore, especially light particles like the selectron should have been detected already. Their absence in the low mass regime indicates that if SUSY exists it must be a broken symmetry, which is expected to be broken spontaneously. Since it is unknown how exactly SUSY is broken one just simplifies this problem by introducing terms that explicitly break the symmetry:

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{\mathrm{SUSY}}+\mathcal{L}_{\mathrm{soft}} . \tag{36}
\end{equation*}
$$

The first term containing all gauge and Yukawa particles is preserved by SUSY, whereas the second one containing masses and couplings with positive mass dimension (soft) breaks SUSY. Therefore, the dimensionless couplings $\lambda_{f}$ and $\lambda_{S}$ from eq. (34) and eq. (35) do not change due to symmetry breaking and following that, although SUSY is broken it still yields a solution for the hierarchy problem.
The most general MSSMLagrangian introduces a total of 105 new parameters in form of masses,

|  | naming |  | spin-0 | spin-1/2 | spin-1 | SM |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| chiral | (s-)quarks | $Q$ | $\left(\tilde{\mathrm{u}}_{L} \tilde{\mathrm{~d}}_{L}\right)$ | $\left(u_{L} d_{L}\right)$ | - | $\left(\mathbf{3}, \mathbf{2}, \frac{1}{6}\right)$ |
| multiplet |  | $\bar{u}$ | $\tilde{\mathrm{u}}_{R}^{*}$ | $u_{R}^{\dagger}$ | - | $\left(\overline{\mathbf{3}}, \mathbf{1},-\frac{2}{3}\right)$ |
|  |  | $\bar{d}$ | $\tilde{\mathrm{~d}}_{R}^{*}$ | $d_{R}^{\dagger}$ | - | $\left(\overline{\mathbf{3}}, \mathbf{1}, \frac{1}{3}\right)$ |
|  | $(\mathrm{s}-)$ leptons | $L$ | $\left(\widetilde{\nu} \tilde{\mathrm{e}}_{L}\right)$ | $\left(\nu e_{L}\right)$ | - | $\left(\mathbf{1}, \mathbf{2},-\frac{1}{2}\right)$ |
|  |  | $\bar{e}$ | $\tilde{\mathrm{e}}_{R}^{*}$ | $e_{R}^{\dagger}$ | - | $(\mathbf{1}, \mathbf{1}, 1)$ |
|  | Higgs(-inos) | $H_{u}$ | $\left(H_{u}^{+} H_{u}^{0}\right)$ | $\left(\widetilde{H}_{u}^{+} \widetilde{H}_{u}^{0}\right)$ | - | $\left(\mathbf{1}, \mathbf{2}, \frac{1}{2}\right)$ |
| gauge | gluino, gluon | $H_{d}$ | $\left(H_{d}^{0} H_{d}^{-}\right)$ | $\left(\widetilde{H}_{d}^{0} \widetilde{H}_{d}^{-}\right)$ | - | $\left(\mathbf{1}, \mathbf{2},-\frac{1}{2}\right)$ |
| multiplet | winos, W bosons |  | - | $\widetilde{g}^{\prime}$ | $g$ | $(\mathbf{8}, \mathbf{1}, 0)$ |
|  | bino, B boson |  | - | $\left(\widetilde{W}^{ \pm} \widetilde{W}^{0}\right)$ | $\left(W^{ \pm} W^{0}\right)$ | $(\mathbf{1}, \mathbf{3}, 0)$ |
|  |  | - | $\widetilde{B}^{0}$ | $B^{0}$ | $(\mathbf{1}, \mathbf{1}, 0)$ |  |

Table 1: Shown is the particle content of the MSSM separated in chiral and gauge supermultiplets. The spin- 0 fields are complex scalars, the spin- $1 / 2$ fields are Weyl fermions and the spin-1 fields are gauge bosons. Note that for the (s-)quarks and (s-)leptons we show only one of the three families. In the last column the transformation behaviour under the $S M$ gauge groups, $S U(3)_{C}, S U(2)_{L}, U(1)_{Y}$, is given in the from that left handed quarks transform as triplets under $S U(3)$, as doublets under $S U(2)$ and carry the hypercharge $1 / 6$. This table is inspired by [29].
phases, mixing angles and couplings. This includes for example the masses $M_{1}, M_{2}$ and $M_{3}$ of the bino, wino and gluino, and the Higgs mass term $\mu$. However, some of the free parameters are not independent or bound due to experimental observations, reducing the arbitrariness.
The last missing piece is $R$-parity. If it were just for the matter content of table 1 baryon number $B$ and lepton number $L$ could generally be violated. This could lead to a rapid proton decay with for example squark mediators resulting in $p^{+} \rightarrow \pi^{0} e^{+}$. This is not favourable since postulating lepton and baryon number conservation would be a step back from the SM where this is realised as an accidental symmetry which is eventually broken by the weak interaction. Thus, a new discrete $\mathbb{Z} 2$ symmetry called $R$-parity is introduced, defined by

$$
\begin{equation*}
R_{P}=(-1)^{3(B-L)+2 s} \tag{37}
\end{equation*}
$$

with spin $s$. This yields an even $R$-parity of $R_{P}=+1$ for all particles (including additional Higgs) and an odd $R$-parity of $R_{P}=-1$ for all additional MSSM particles and if $R$-parity is exactly conserved, which we will assume from now on, no mixing of these two types of particles is possible. Further consequences are that every interaction vertex can only include an even number of sparticles, the lightest supersymmetric particle is stable and thus called lightest stable particle (LSP) and every other sparticle will eventually decay into a final state with an odd number of LSPs.

### 2.4. Mass Spectrum of the MSSM

In order to be in accordance with observations the MSSM must also break the electroweak symmetry spontaneously. Compared to the SM this is more complicated since there are two

## 2 Supersymmetry

scalar complex Higgs doublets $H_{u}$ and $H_{d}$ now. Using gauge transformations one can rotate away possible vacuum expectation values (VEVs) of the charged elements $H_{u}^{+}=H_{d}^{-}=0$ leaving only

$$
\begin{equation*}
\left\langle H_{u}^{0}\right\rangle=v_{u} \quad \text { and } \quad\left\langle H_{d}^{0}\right\rangle=v_{d} \tag{38}
\end{equation*}
$$

These are related to the SM Higgs VEV and thus to the mass of the $Z^{0}$ boson following

$$
\begin{equation*}
v_{u}^{2}+v_{d}^{2}=v^{2}=\frac{2 m_{Z}^{2}}{g^{2}+g^{\prime 2}} \approx(174 \mathrm{GeV})^{2} \tag{39}
\end{equation*}
$$

and thus yield only one new parameter, traditionally parameterised through their ratio

$$
\begin{equation*}
\tan \beta \equiv \frac{v_{u}}{v_{d}} \tag{40}
\end{equation*}
$$

This value is not fixed through experiments but depends on the parameters chosen in the MSSM Lagrangian. Usually tools like for example SPheno 34 are used to compute values of the supersymmetric particle spectrum.

Similar to the mixing of the B- and W-bosons after electroweak symmetry breaking in the SM, the neutral wino, bino and higgsinos as well as the charged winos and higgsinos mix following the electroweak symmetry breaking in the MSSM. They form the neutral majorana particles, neutralinos, and the charged particles, charginos, jointly called electroweakinos. The relevant part of the Larangian in the gauge-eigenstate basis with $\psi^{0}=\left(\widetilde{B}, \widetilde{W} 0, \widetilde{H}_{d}^{0}, \widetilde{H}_{u}^{0}\right)$ and $\psi^{ \pm}=\left(\widetilde{W}^{+}, \widetilde{H}_{u}^{+}, \widetilde{W}^{-}, \widetilde{H}_{d}^{-}\right) \mathrm{read}$

$$
\begin{equation*}
\mathcal{L} \subseteq-\frac{1}{2}\left(\psi^{0}\right)^{T} \mathbf{M}_{n} \psi^{0}-\frac{1}{2}\left(\psi^{ \pm}\right)^{T} \mathbf{M}_{c} \psi^{ \pm}+\text {h.c. } \tag{41}
\end{equation*}
$$

including the generally non-diagonal mass matrices for neutralinos and charginos $\mathbf{M}_{n}$ and $\mathbf{M}_{c}$. After electroweak symmetry breaking, the Higgs scalars are replaced by their VEVs, parameterised with $\beta$ (see eq. 40), yielding

$$
\mathbf{M}_{n}=\left(\begin{array}{cccc}
M_{1} & 0 & -c_{\beta} s_{W} m_{Z} & s_{\beta} s_{W} m_{Z}  \tag{42}\\
0 & M_{2} & c_{\beta} c_{W} m_{Z} & -s_{\beta} c_{W} m_{Z} \\
-c_{\beta} s_{W} m_{Z} & c_{\beta} c_{W} m_{Z} & 0 & -\mu \\
s_{\beta} s_{W} m_{Z} & -s_{\beta} c_{W} m_{Z} & -\mu & 0
\end{array}\right)
$$

which can be diagonalised to form the mass eigenstates

$$
\begin{equation*}
\tilde{\chi}_{i}^{0}=\mathbf{N}_{i j} \psi_{j}^{0} \quad \text { with } \quad \mathbf{N}^{*} \mathbf{M}_{n} \mathbf{N}^{-1}=\operatorname{diag}\left(m_{\tilde{\chi}_{1}^{0}}, m_{\tilde{\chi}_{2}^{0}}, m_{\tilde{\chi}_{3}^{0}}, m_{\tilde{\chi}_{4}^{0}}\right) \tag{43}
\end{equation*}
$$

Here, the sine and cosine of the weak mixing angle and $\beta$ are abbreviated such that $\cos \theta_{W}=c_{W}$ and $\sin \beta=s_{\beta}$. The diagonal elements, giving the masses of the neutralinos, are the eigenvalues of $\mathbf{M}_{n}$. Both, the masses and the mixing matrix $\mathbf{N}$ thus depend on the MSSM parameters $M_{1}$, $M_{2}, \tan \beta$ and $\mu$, however, their explicit values show no real simplification and are of no further
interest here. Usually the neutralinos $\tilde{\chi}_{i}^{0}$ are sorted by mass, such that $m_{\tilde{\chi}_{1}^{0}}<m_{\tilde{\chi}_{2}^{0}}<m_{\tilde{\chi}_{3}^{0}}<m_{\tilde{\chi}_{4}^{0}}$ with $\tilde{\chi}_{1}^{0}$ being the LSP because it is the favourable dark matter particle within the MSSM. Similarly the charged mass matrix, given in a $2 \times 2$ block form as

$$
\mathbf{M}_{c}=\left(\begin{array}{cc}
\mathbf{0} & \mathbf{X}^{T}  \tag{44}\\
\mathbf{X} & \mathbf{0}
\end{array}\right) \quad \text { with } \quad \mathbf{X}=\left(\begin{array}{cc}
M_{2} & \sqrt{2} s_{\beta} m_{W} \\
\sqrt{2} c_{\beta} m_{W} & \mu
\end{array}\right)
$$

after electroweak symmetry breaking can be examined. The mass eigenstates forming after diagonalisation are easier to calculate due to the block structure, but are again of no further interest. The mixing matrices $\mathbf{V}$ and $\mathbf{U}$ form the positively and negatively charged charginos as:

$$
\begin{equation*}
\binom{\tilde{\chi}_{1}^{+}}{\tilde{\chi}_{2}^{+}}=\mathbf{V}\binom{\widetilde{W}^{+}}{\widetilde{H}_{u}^{+}} \quad \text { and } \quad\binom{\tilde{\chi}_{1}^{-}}{\tilde{\chi}_{2}^{-}}=\mathbf{U}\binom{\widetilde{W}^{-}}{\widetilde{H}_{d}^{-}} \quad \text { with } \quad \mathbf{U}^{*} \mathbf{X} \mathbf{V}^{-1}=\operatorname{diag}\left(\tilde{\chi}_{1}^{ \pm}, \tilde{\chi}_{2}^{ \pm}\right) . \tag{45}
\end{equation*}
$$

In general scalars carrying the same charges and $R$-parity can mix. Therefore, the diagonalisation of the $6 \times 6$ mass matrices of up-type sqaurks ( $\tilde{\mathrm{u}}_{L}, \tilde{\mathrm{c}}_{L}, \tilde{\mathrm{t}}_{L}, \tilde{\mathrm{u}}_{R}, \tilde{\mathrm{c}}_{R}, \tilde{\mathrm{t}}_{R}$ ), down-type squarks $\left(\tilde{\mathrm{d}}_{L}, \tilde{\mathrm{~s}}_{L}, \tilde{\mathrm{~b}}_{L}, \tilde{\mathrm{~d}}_{R}, \tilde{\mathrm{~s}}_{R}, \tilde{\mathrm{~b}}_{R}\right)$, charged sleptons ( $\tilde{\mathrm{e}}_{L}, \tilde{\mu}_{L}, \tilde{\tau}_{L}, \tilde{\mathrm{e}}_{R}, \tilde{\mu}_{R}, \tilde{\tau}_{R}$ ) and the diagonalisation of the $3 \times 3$ matrix of the sneutrinos ( $\tilde{\nu}_{e}, \tilde{\nu}_{\mu}, \tilde{\nu}_{\tau}$ ) would yield the mass eigenstates. Fortunately, in most models the mixing angles of the lighter two families are small and can be neglected, such that the gauge eigenstates $\tilde{\mathrm{u}}_{L}, \tilde{\mathrm{~d}}_{L}, \tilde{\mathrm{e}}_{L}$, etc. are already the mass eigenstates. Only for the third family, the mixing can not be neglected, such that the superpartners of the left and right handed fermions mix and yield the states $\tilde{\mathrm{t}}_{1}, \tilde{\mathrm{t}}_{2}, \tilde{\mathrm{~b}}_{1}, \tilde{\mathrm{~b}}_{2}, \tilde{\tau}_{1}, \tilde{\tau}_{2}$. Since there is only the left handed $\nu_{\tau}$, there is no right handed counterpart and $\tilde{\nu}_{\tau}$ is also the mass eigenstate.
Next to the gluino there is no further colour octet fermion, so there is no gluino mixing possible. In most models the gluino is assumed to be much heavier than the lightest eweakinos.

## 3. Motivation and Setup

Within this thesis we aim to show how the combination of uncorrelated SRS of different analyses improve the exclusion limits on the masses of BSM particles. We choose a simplified SUSYmodel and employ three different processes to showcase the relevant steps and techniques. We start off by introducing the relevant scenario, the considered processes and the used toolchain.

### 3.1. Simplified Scenario

To showcase the enhanced exclusion limits achieved by combining uncorrelated SRs, we consider a simplified 1-flavour MSSM model in which all SUSY particles but $\tilde{\mathrm{u}}_{r}$ and $\tilde{\chi}_{1}^{0}$ are as heavy as 30 TeV , and therefore decoupled. The masses of $\tilde{u}_{r}$ and $\tilde{\chi}_{1}^{0}$ only obey a hierarchical mass spectrum $m_{\tilde{\mathrm{u}}_{r}}>m_{\tilde{\chi}_{1}^{0}}$ but otherwise vary freely. Since R-parity conservation is imposed, the neutralino $\tilde{\chi}_{1}^{0}$ cannot decay and is thus the LSP. The neutralino mixing matrix is taken to be diagnoal, hence $\tilde{\chi}_{1}^{0}$ is effectively a bino $\widetilde{B}^{0}$. In the following, the bino and up-squark will be denoted as $\tilde{\chi}_{1}^{0}$ and $\tilde{\mathrm{q}}$ rather than $\widetilde{B}^{0}$ and $\tilde{\mathrm{u}}_{r}$ since the used neutralino mixing and squark flavour represent a simplified model choice, however, the method could be demonstrated with other scenarios as well. We investigate in three different processes: squark pair production, neutralino squark (and neutralino antisquark) production and neutralino pair production.
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Figure 3: Shown are the leading order (LO) Feynman diagrams generating a squark pair final state.

The LO Feynman diagrams, created with [35], of the squark pair final state are shown in fig. 3 . First of we notice that both t-channel diagrams are suppressed, the first due to a phase space suppression since the gluino is taken to be really massive, and the second because of the weak coupling of the neutralino. Therefore, only the two s-channel and the 4 -point vertex diagram
contribute significantly, indicating that the squark pair production is purely strong. For later reference, it is also important to notice, that the final state squark flavour does not depend on the initial state quark flavour any more, which reduces the parton distribution function (PDF) dependency.
In the associated neutralino squark production channel, with LO diagrams shown in fig. 4 , we see in the s-channel that following the quark-squark-neutralino vertex we obtain a squark flavour which is connected to the initial quark flavour. Due to the much higher abundance of up quarks compared to anti up quarks in the proton, the neutralino antisquark process is suppressed. However, for completeness, we include both processes and always refer to both when addressing the associated squark neutralino production. Finally, the two neutralinos are

(a)

(b)

Figure 4: Shown are the LO Feynman diagrams generating a squark neutralino final state.
produced in a purely weak channel, as can be seen in fig. 5. Opposed to the unstable squarks, decaying promptly via

$$
\begin{equation*}
\tilde{\mathrm{q}} \rightarrow \tilde{\chi}_{1}^{0} q, \quad \overline{\tilde{\mathrm{q}}} \rightarrow \tilde{\chi}_{1}^{0} \bar{q}, \tag{46}
\end{equation*}
$$

the LSP is obviously stable, i.e. showing no signature in the form of jets in particle detectors. Hence, the only noticeable effect of the neutralinos is missing transverse momentum, which is only quantified by detecting other momenta, like jet momenta, first. For this reason, and of course because radiation is always present in colored processes, it is inevitable to also include additional jets in the final state if one seeks to increase the precision of the calculations.

To be consistent, we therefore generate further hard radiation, in the form of up to two additional jets in each process, such that they are described by

$$
\begin{align*}
& p p \rightarrow \tilde{\mathrm{q}} \overline{\tilde{q}}^{(+j j)}  \tag{47}\\
& p p \rightarrow \tilde{\mathrm{q}} \tilde{\chi}_{1}^{0}(+j j) \text { and }  \tag{48}\\
& p p \rightarrow \tilde{\chi}_{1}^{0} \tilde{\chi}_{1}^{0}(+j j) \tag{49}
\end{align*}
$$

Finally, all three processes yield the same signature of jets plus missing energy in a particle detector, justifying the consideration of their combination in the recasting procedure.

(a)
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Figure 5: Shown are the Feynman diagrams generating a neutralino pair final state.

### 3.2. Toolchain

In order to create exclusion limits, several high-energy physics tools are used. The whole toolchain executed for every mass point of every process individually, is summarised in the flowchart diagram in fig. 6. To outline the general structure of this work, the steps are briefly described in here, however, a more thorough explanation and discussion of the individual stages is provided in the corresponding sections below.
We start by generating 150 k events with the general purpose Monte Carlo event generator MadGraph5_aMC@NLO 3.5.1 [36] interfaced with LHAPDF [37] to include PDF sets. Furthermore, Pythia $8.306[38]$ is executed within MadGraph, adding parton showers and carrying out the jet merging.
The detector simulation is then carried out with MadAnalysis5 1.10.5 39], employing the relevant LO merged cross sections from MadGraph, which are scaled to higher order using Resummino $3.1 .2[13]$ or NNLL-fast 1.1 [14] in combination with NLL-fast 3.140 for higher accuracy. For the determination of the correlation between SRS, MadAnalysis also generates a binary acceptance matrix between events and SRS. If such a combination is pursued, these acceptance matrices are passed to TACO [26], which then calculates their overlap summarised in a correlation matrix. The best combination of uncorrelated SRs is found via a pathfinding algorithm, originally introduced in TACO, but outsourced and generalised in PathFinder The statistics tool Spey 41 offers a likelihood based method to derive the confidence level (CL) of both a single SR and a combination of multiple SRs.
Since the number of events surviving the cuts of the detector simulation vary, there might be mass points with low statistics where the uncertainties of the detector simulation affect the CL significantly. Therefore, if the statistics of the SR with the highest exclusion power is too low, we increase the number of events to 300 k in the first iteration and to 500 k in the second iteration. Finally, the calculated CL allows to decide if the particular mass point of one process is excluded based on a $95 \%$ confidence level.
Lastly, we interpolate between the CLS in the mass plane to find the $95 \%$ confidence level of exclusion.
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Figure 6: Shown is the used toolchain visualised in a flowchart diagram.

## 4. Event Generation and Parton Shower

We now want to turn to the event generation, parton shower and jet merging, executed by MadGraph which is interfaced with Pythia. The basics of Monte Carlo generators are not discussed here, however, a short explanation of the working principle is provided in appendix A.

### 4.1. Matrix Element Calculations

When generating the events for the three final states (see eqs. (47) to (49)) with MadGraph one needs to prevent taking the same processes into account multiple times. This problem of double counting becomes evident when the intermediate signature of a process equals the final state signature of another. Consider as an example the production of a neutralino pair with one additional hard jet, following fig. 7a. Naturally, all final state particles need to be on-shell, but since the intermediate squark can take any momentum, it can also go on-shell. In this case, the same signature as in the associated production following fig. 7b would be generated. Of course, the on-shell squark will eventually decay either way and thus the particle generation is the exact same but is executed in two different production channels. However, double counting

(a) $p p \rightarrow \tilde{\chi}_{1}^{0} \tilde{\chi}_{1}^{0} j$

(b) $p p \rightarrow \tilde{\mathrm{q}} \tilde{\chi}_{1}^{0}$

Figure 7: Shown are two Feynman diagrams of processes with different final states but the same intermediate signature as an example for double counting.
can be prevented in this case by allowing only off-shell intermediate squarks. On the Monte Carlo generator level, a particle achieves on-shell status when its momentum is situated close to its pole mass. The designated range is based on the width $\Gamma$ of the Breit Wigner peak and typically one considers particles on-shell if they are no further than $0.15 \cdot \Gamma$ away from the pole. MadGraph simply enforces a cut to make sure final state particles are on- and intermediate squarks are off-shell.
The event generation of the hard process bases on matrix elements, i.e. analytic process calculation. However, the processes we considered so far lack applicability because the final states are inclusive (at least a given number of jets). Since coloured particles radiate gluons, which
themselves are coloured and radiate further, before hadronization ${ }^{2}$ it is likely that further jets are emitted after reaching the final state. Thus, just adding the different jet multiplicity final states might lead to double counting and one needs to make the final states exclusive (exact amount of jets). However, then we restrict ourselves to at most two additional jets, which is hardly enough, but adding further jets in the matrix element calculation is computationally expensive and therefore unattractive.
Another disadvantage arises when examining the soft and collinear regime, as illustrated by the example of $e^{+} e^{-} \rightarrow q \bar{q}$ at LO. The total cross section $\sigma_{q \bar{q}}$ is finite but adding a gluon in the final state, so $e^{+} e^{-} \rightarrow q \bar{q} g$ results in

$$
\begin{equation*}
\frac{\mathrm{d} \sigma_{q \bar{q} g}}{\mathrm{~d} \cos \theta d z_{g}} \approx \sigma_{q \bar{q}} C_{F} \frac{\alpha_{S}}{2 \pi} \frac{2}{\sin ^{2} \theta} \frac{1+\left(1-z_{g}\right)^{2}}{z_{g}} \tag{50}
\end{equation*}
$$

where $\theta$ and $z_{g}$ encode the opening angle and energy fraction, respectively, of the emitted gluon in relation to its mother particle. Clearly, the cross section diverges in both the soft ( $z_{g} \rightarrow 0$ ) and collinear $(\theta \rightarrow 0, \pi)$ limit [42] and another approach is needed. Although this is illustrated in a specific example, the divergence of the cross section is no unique characteristic of this process but is a general problem.

### 4.2. Parton Shower

Parton showers are effectively used to describe the momenta of outgoing jets following an evolution from high momentum transfer, associated to the hard process, down to $\mathcal{O}(1 \mathrm{GeV})$, associated with the hadronization scale. The following discussion reflects the central idea of parton showers based on 42, 43.
As an instructive example, we use the quark pair production with an additional gluon emission, introduced in the previous section. We start our discussion of the collinear divergence of the differential cross section (see eq. (50)) by realising that the relevant part can be separated following

$$
\begin{equation*}
\frac{2}{\sin ^{2} \theta}=\frac{1}{1-\cos \theta}+\frac{1}{1+\cos \theta} \approx \frac{1}{1-\cos \theta}+\frac{1}{1-\cos \hat{\theta}} . \tag{51}
\end{equation*}
$$

In the first step, the divergence resulting from actual collinear jets $(\theta \rightarrow 0)$ and from jets that are emitted back-to-back from a parton $(\theta \rightarrow \pi)$, got split. Both cases were addressed as collinear divergences before, since the jet that is emitted back-to-back from the quark is just collinear to the antiquark and vice versa. This is made explicit in the second step by introducing the angle $\hat{\theta}$ between the gluon and the non-emitting parton. We have now transformed the distribution as the sum of the emission close to the direction of the quark and the emission close to the antiquark direction. By approximating the cosine for small angles and explicitly introducing
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the sum, eq. (47) is transformed to

$$
\begin{equation*}
d \sigma_{q \bar{q} g} \approx \sigma_{q \hat{q}} \sum_{\text {partons }} C_{F} \frac{\alpha_{S}}{2 \pi} \frac{\mathrm{~d} \theta^{2}}{\theta^{2}} \mathrm{~d} z_{g} \frac{1+\left(1-z_{g}\right)^{2}}{z_{g}} . \tag{52}
\end{equation*}
$$

By positioning the total quark pair cross section at the forefront, we aim to emphasise the interpretability of the entire expression as a factorization of the $q \bar{q}$ production and a term describing the additional gluon emission. The dependency on the angle $\theta$ is no requirement to get a form like this, an identical expression can be derived if one chooses the transverse momentum $k_{T}$ of the gluon with respect to the emitting quark or the virtuality $q$ of the off-shell quark propagator in the parametrization of eq. (47), since

$$
\begin{align*}
k_{T}^{2}=z_{g}^{2}\left(1-z_{g}\right)^{2} \theta^{2} E^{2} & \Longrightarrow \frac{\mathrm{~d} \theta^{2}}{\theta^{2}}=\frac{\mathrm{d} k_{T}^{2}}{k_{T}^{2}} \text { and }  \tag{53}\\
q^{2}=z_{g}\left(1-z_{g}\right) \theta^{2} E^{2} & \Longrightarrow \frac{\mathrm{~d} \theta^{2}}{\theta^{2}}=\frac{\mathrm{d} q^{2}}{q^{2}} . \tag{54}
\end{align*}
$$

In the following, we will stick to $q$ but if not explicitly stated otherwise, this can always be interchanged with $\theta$ or $k_{T}$ and thus is just a placeholder for any of these scales. Because the derivation followed the explicit quark pair production example, eq. (52) needs to be generalised. For the production of partons with cross section $\sigma_{0}$, the emission of a further parton $j$ from parton $i$ with energy fraction $z$ is described by

$$
\begin{equation*}
d \sigma \approx \sigma_{0} \sum_{\text {partons }} \frac{\alpha_{S}}{2 \pi} \frac{\mathrm{~d} q^{2}}{q^{2}} \mathrm{~d} z P_{j i}(z, \phi) d \phi \tag{55}
\end{equation*}
$$

with the splitting functions $P_{i j}$ depending on the momentum fraction and the azimuthal angle of $j$ around the $i$ axis. Including a spin average and integrating out the $\phi$ dependence they are given as

$$
\begin{array}{ll}
P_{q q}(z)=C_{F} \frac{1+z^{2}}{1-z}, & P_{g q}(z)=C_{F} \frac{1+(1-z)^{2}}{z} \\
P_{g g}(z)=C_{A} \frac{z^{4}+1+(1-z)^{4}}{z(1-z)}, & P_{q g}(z)=T_{R}\left(z^{2}+(1-z)^{2}\right) \tag{57}
\end{array}
$$

describing the splitting of $q \rightarrow q g, q \rightarrow g q, g \rightarrow g g$ and $g \rightarrow q \bar{q}$, respectively ${ }^{3}$ Still, the divergence problem is not solved so far. However, we can interpret its origin, since an emitter and a completely collinear emitted particle with a combined momentum are together indistinguishable from just the emitter particle with this exact momentum. Therefore, one introduces a cutoff $Q_{0}$, which again could be an angle, transverse momentum or virtuality, at which two partons are not resolvable anymore. The divergence below this cutoff would cancel out with loop corrections of the hard process to a finite result, but these calculations are tedious. The probability of a further emission and the probability of no further emission add up to one, hence, the behaviour
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Ignoring the unresolvable part of the phase space solves the divergence, so generating splittings from a parton following eq. (55) with the probability of emitting a parton within ( $Q_{0}, Q_{\mathrm{MS}}$ ) and $\left(z_{\text {min }}, z_{\text {max }}\right)$ is given as
\[

$$
\begin{equation*}
\mathcal{P}_{\text {incl }}=\int_{Q_{0}}^{Q_{\mathrm{MS}}} \frac{\mathrm{~d} \tilde{q}^{2}}{\tilde{q}^{2}} \frac{\alpha_{S}}{2 \pi} \int_{z_{\min }}^{z_{\max }} \mathrm{d} z P_{j i}(z) . \tag{58}
\end{equation*}
$$

\]

$Q_{\text {MS }}$ represents the upper cut-off scale at which the parton shower loses accuracy due to the approximation done before. As indicated by the subscript, this is the inclusive probability distribution, the probability that at least one particle is emitted within these limits. Similarly to before, the unitarity argument that the probability of emitting any number of particles added with the probability of no further emission is one holds. The multiplicative no emission probability can be approximated following

$$
\begin{align*}
\mathcal{P}_{\text {no-em }}\left(q_{\max }>q>q_{\text {min }}\right) & =\lim _{n \rightarrow \infty} \prod_{i=0}^{n-1} \mathcal{P}_{\text {no-em }}\left(q_{i}>q>q_{i+1}\right) \\
& =\lim _{n \rightarrow \infty} \prod_{i=0}^{n-1}\left(1-\mathcal{P}_{\text {incl }}\left(q_{i}>q>q_{i+1}\right)\right) \\
& \approx \lim _{n \rightarrow \infty} \exp \left(-\sum_{i=0}^{n-1} \mathcal{P}_{\text {incl }}\left(q_{i}>q_{\max }>q_{i+1}\right)\right) \\
& =\exp \left(-\int_{q_{\min }}^{q_{\max }} \mathrm{d} \mathcal{P}_{\text {incl }}(q)\right), \tag{59}
\end{align*}
$$

with $q_{0}=q_{\text {max }}$ and $q_{n}=q_{\min }$, and we used that the inclusive emission probability within a shrinking emission scale interval goes to zero, to approximate an exponential. We can thus write the no emission probability between two scales as

$$
\begin{equation*}
\Delta_{i}\left(q_{1}, q_{2}\right):=\mathcal{P}_{\text {no-em }}\left(q_{1}>q>q_{2}\right)=\exp \left\{-\int_{q_{2}}^{q_{1}} \frac{\mathrm{~d} q^{2}}{q^{2}} \int_{z_{\min }}^{z_{\max }} \frac{\alpha_{S}}{2 \pi} \mathrm{~d} z P_{j i}(z)\right\} \tag{60}
\end{equation*}
$$

which is called Sudakov form factor. The emission scale $q$ also acts as an ordering scale, such that if there is no emission between $q_{1}$ and $q_{2}$ with $q_{1}>q_{2}$, any further emission can only be at scale $q$ with $q_{2}>q$. Although this seems to be an obvious statement, this is a notable characteristic of the parton shower. Depending on the scale one then says that a parton shower is angular or $k_{T}$ ordered for example.
For the Monte Carlo implementation of the parton shower, a random number $\rho_{1}$ within $(0,1)$ is generated [44. Then the emission scale at which the no emission probability $\rho$ is reached is calculated, this means $\Delta_{i}\left(Q_{\mathrm{MS}}, q_{1}\right)=\rho$ is solved for $q_{1}$. Therefore, the probability that there is no emission at a scale larger than $q_{1}$ is $\rho$ and if $q_{1}>Q_{0}$ we generate a resolvable branching at scale $q_{1}$. In order to find the fitting momentum fraction $z$ a second random number $\rho_{1}^{\prime}$ is used
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to solve

$$
\begin{equation*}
\int_{z_{\min }}^{z} \frac{\alpha_{S}}{2 \pi} \mathrm{~d} \tilde{z} P(\tilde{z})=\rho_{1}^{\prime} \int_{z_{\min }}^{z_{\max }} \frac{\alpha_{S}}{2 \pi} \mathrm{~d} \tilde{z} P(\tilde{z}) \tag{61}
\end{equation*}
$$

with the appropriate splitting function $P(z)$. Afterwards, the procedure is repeated for smaller scales $q$, i.e. for another random number $\rho_{2}$ solve $\Delta_{i}\left(Q_{\mathrm{MS}}, q_{2}\right)=\rho$ and if $q_{2}>Q_{0}$ and $q_{1}>q_{2}$ a second emission at $q_{2}$ is radiated and the momentum fraction is calculated analogous to the above. Eventually, one of the scaling conditions for the emission scale is not met and the parton shower along the considered branch stops. The described procedure must be executed for all partons in the final state, as well as for all particles emitted during the parton shower, which eventually creates events as structurally depicted in fig. 8. It goes without saying that colour charge, momentum and energy are conserved in any particle emission along the way. Naturally,


Figure 8: Structural sketch of a parton shower taken from [44].
other parton shower algorithms like the Sudakov veto algorithm [45] exist, but will not be discussed in this thesis.
The sketched derivation is only valid for collinear emissions due to the small angle approximation executed in eqs. (51) and (52). However, the soft gluon emission problem, i.e. the divergence for $z \rightarrow 0$, is avoided but not solved by introducing cuts in terms of $z_{\min }$ and $z_{\max }$. Without delving into further detail, we claim that the occurrence of a soft emission subsequent to collinear radiation can be understood at the amplitude level as if the soft emission occurred before the collinear one. This motivates the rather simple solution, that soft emission effects are correctly accounted for in a collinear parton shower ordered for the opening angle $\theta$.

### 4.3. Jet Merging

Now we can conclude that the matrix element calculation precisely describes hard jets, but it is computationally expensive, it generates inclusive final states and it diverges in the soft- and collinear limit. On the other hand, the parton shower produces exclusive final states and models soft- and collinear emissions well but is also only valid in this regime. To get the best of both worlds, one aims to combine the event generator final states with a parton shower for accurate
description of the jets and a high final state jet multiplicity. But generating, for example, one additional hard jet on matrix element level and dressing it with a parton shower could result in a wide angle emission. This wide angle emission might also be described by the matrix element calculation with two additional jets as sketched in fig. 9 and thus it needs to be decided which event to trust or else counting the same jet twice. To prevent both double counting and the opposite, dead regions, so jets which are neither described by the matrix element or the parton shower, one needs to carefully split the phase space between these two. This is done by correctly choosing the upper scale limit for the parton shower and a lower scale for the matrix element, which was already introduced and anticipatory called $Q_{\mathrm{MS}}$ to denote the merging scale, in the previous section. Additionally to the correct merging scale, we need to take care of the inclu-


Figure 9: Double counting jets schematically visualised in case of two additional dressed hard jets compared to just one dressed hard jet.
siveness of the matrix element generator. Merging together events with one additional jet and events with two additional jets is only meaningful if the events are exclusive, else there would be double counting again. Within the parton shower, the Sudakov form factor secures exclusiveness depending on the emission scale. On the matrix element level, however, the emissions are not ordered and thus the notion of emitting one parton before another (in terms of the emission scale) is not well defined and thus, the scales need to be reconstructed. The whole procedure of adding a parton shower to the hard process, taking the described problems into account, is combined in merging algorithms. There are multiple algorithms available which all aim to split the phase space and make the matrix elements exclusive while minimizing the dependency on the artificial merging scale. Within this project, the CKKW-L algorithm [46], implemented in Pythia [47] and extending the CKKW algorithm [48], is used and thus explained in the following. For the full algorithm, please refer to the original publication and for general merging procedures to the summarising publications [49, 50].
Of course any merging algorithm is based on matrix element calculations of events with a usually fixed strong coupling $\alpha_{S}$, a specified maximum parton multiplicity $N$ and a lower cutoff $Q_{\text {MS }}$. Then the algorithm selects one parton multiplicity $n$ with a probability scaling with its total cross section and the full parton shower history, so all intermediate states in the cascade are reconstructed, yielding different paths. In summary, this entails reconstructing all possible parton shower cascades capable of producing the identical final state as provided by the matrix element. One of these histories is then picked with a probability proportional to the product
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of the branching probabilities, and only if there are no ordered parton shower paths unordered ones are considered. The resulting path is characterised by its intermediate states ( $S_{2}, S_{3}, \ldots, S_{n}$ ) and emission scales $\left(q_{2}, q_{3}, \ldots, q_{n}\right)$, with $q_{i}$ denoting the scale at which an emission from $S_{i-1}$ is generated to produce $S_{i}$. In case the matrix element is generated with a fixed strong coupling $\alpha_{S}(\mu)$, one obtains the running coupling by multiplying with $\prod_{i=2}^{n-1} \alpha_{s}\left(q_{i}\right) / \alpha_{S}(\mu)$.
The actual transformation to exclusive final states is executed by generating a test emission at each intermediate state $S_{i}$. If the scale $q$ of the test emission succeeds the scale of the originally subsequent emission in the reconstructed history, the event is rejected. Else, the test emission is kept, and the algorithm continues with the next intermediate state. For the final reconstructed state $S_{n}$ the test emission is rejected if it is above the merging scale $Q_{\mathrm{MS}}$, else the parton shower cascade is launched. With this, all remaining final states are exclusive, however, the final state of the highest jet multiplicity should be inclusive. This secures that, although we did not generate higher jet multiplicities, there could be more and they are accounted for, while keeping the lower jet multiplicity final states exclusive, such that we can merge them together. Therefore, in case of $n=N$, any test emission from $S_{n}$ is accepted.
Accepting or rejecting test emissions as described above correctly takes the Sudakov form factor into account without actually multiplying with it. This is analogous to the unweighting in a general Monte Carlo framework, as described in appendix A.

We choose the merging scale to be transverse momentum and set it to one quarter of the SUSY hard scale:

$$
Q_{\mathrm{MS}}=p_{\mathrm{T}}^{j}=\left\{\begin{array}{ll}
\frac{1}{4} m_{\tilde{\chi}_{1}^{0}} & \text { for } p p \rightarrow \tilde{\chi}_{1}^{0} \tilde{\chi}_{1}^{0}  \tag{62}\\
\frac{1}{8}\left(m_{\tilde{\mathrm{q}}}+m_{\tilde{\chi}_{1}^{0}}\right) & \text { for } p p \rightarrow \tilde{\chi}_{1}^{0} \tilde{\mathrm{q}} \\
\frac{1}{4} m_{\tilde{\mathrm{q}}} & \text { for } p p \rightarrow \tilde{\mathrm{q}} \tilde{\tilde{\mathrm{q}}}
\end{array} .\right.
$$

To verify the success of the merging procedure, one examines the differential jet rate (DJR) plots, which illustrate the transition between $n-1$ and $n$ additional final-state hard jets in case of a DJR plot [51. Plotted is the cross section of every jet multiplicity state on the y-axis and $\log \sqrt{d_{i j}}$ on the x-axis with $d_{i j}$ being the minimised distance measure between two particles like the Durham $k_{T}$ [52]. If a smooth curve in the shape of an inverted parabola on a log scale describes the sum of all jet multiplicities, the merging process worked successfully. However, with the default settings peaks as exemplary shown in the DJR1 plot in fig. 10a, appeared at some mass points, preventing a smooth transition. By increasing the Breit Wigner cut, introduced in section 4.1, to $35 \%$ the all jets curve (green) smoothens out as the comparison with fig. 10 b shows. Note, this does not lead to neglecting some squark momenta since this only shuffles around which momenta are accounted for in which process. The final state squarks are considered on-shell in a wider area around the pole, which is compensated by cutting out the on-shell resonance of intermediate squarks more broadly. In the example of fig. 7 , the squark momenta outside of the $35 \%$ area around the pole are now considered in the neutralino pair production and all squark momenta within this area are accounted for in the associated neutralino squark process. We validate the merging for different mass combinations, but for


Figure 10: Shown are the DJR1 and DJR2 plot of the neutralino pair production with masses set at $m_{\tilde{q}}=1000 \mathrm{GeV}$ and $m_{\tilde{\chi}_{1}^{0}}=400 \mathrm{GeV}$. The upper and lower plots differ only by the chosen Breit Wigner cut.
brevity only show the DJR plots at one further representative mass point for all processes in fig. 11. The plots of the different processes show slightly different behaviour, but the previously listed features of a successful merging are present. The sum of the jet multiplicities (green) exhibits an inverted parabola shape without peaks and bumps. Especially, the transitions between the jet multiplicities are smooth.
This finalises the event generation. To ensure completeness and reproducibility, the relevant MadGraph commands are provided in appendix B


Figure 11: Shown are the $D J R 1$ and $D J R 2$ plot of the three production channels with masses set at $m_{\tilde{q}}=1000 \mathrm{GeV}$ and $m_{\tilde{\chi}_{1}^{0}}=300 \mathrm{GeV}$ using a Breit Wigner cut of $35 \%$.

## 5. Recasting analyses

We have now completed the event generation of the three processes, added a parton shower and took care of the merging via the CKKW-L scheme. Following the toolchain outlined in fig. 6 the next step is to actually recast analyses to generate an exclusion limit in the $m_{\tilde{q}}-m_{\tilde{\chi}_{1}^{0}}$-plane. However, to gain the most precise exclusion limits possible, it is preferable to use higher order cross sections instead of the merged LO cross sections returned by the previous step. Therefore, section 5.1 starts with discussing the cross sections in detail before we elaborate on the different analyses and the detector simulation in section 5.2 . Afterwards, section 5.3 focuses on how Spey uses a likelihood description to calculate the CL for each mass point. Finally, we provide an explanation for the combination of SRs with MadAnalysis, TACO, PathFinder and Spey in section 5.4. This concludes the toolchain presented in section 3.2 .

### 5.1. Cross Sections and K-Factors

As stated above, the accuracy of the exclusion limit calculation is increased by using higher order cross section instead of the merged LO cross sections provided by MadGraph. For the weak and associated channel Resummino yields resummed cross sections at aNNLO+NNLL next to next to leading order (NNLO) quantum chromo dynamics (QCD) and next to leading order (NLO) SUSY corrections) [53 56] and NLO+NLL 57] respectively. The chosen PDF set for these calculations are MSHT201o_as130 for LO and MSHT20nlo_as118 for all higher orders such that we stay consistent with the PDF used in MadGraph. Within this project Resummino is executed via HEPi [58], a Python interface which simplifies the use of several high-energy physics tools.
For the strong production, we rely on the resummed cross sections from NNLL-fast at aNNLO+NNLL [59 65. NNLL-fast as well as its predecessor NLL-fast bases on grid files yielding cross sections for specific scenarios at fixed mass points. Predictions of different masses are provided following an interpolation scheme. This method has the disadvantage that only a finite set of scenarios calculated with only a few specific PDF sets are available. The one closest to our simplified scenario is the squark production in the heavy gluino limit denoted by sdcpl with PDF4LHC21_40_pdfas [66]. However, the differences are that it uses a 10-flavour mass degeneracy, so ten instead of one light squark flavour and it does not incorporate MSHT20 as a PDF set. We can tackle the later problem by introducing a factorisation method (K-factor) 40, 55] instead of using the NNLL-fast cross sections directly. This means, we take the ratio of higher order against LO NNLL-fast cross sections, resulting in an approximately PDF independent scale factor, which is then multiplied with the merged LO cross section given by MadGraph. Fortunately, this also resolves the scenario discrepancy problem. Since the gluino is decoupled, the t-channel gluino process is negligible compared to the other diagrams given in fig. 3. Therefore, the initial state quarks do not have an impact on how likely a specific squark flavour is in the final state, so no PDF induced differences for different squark flavours emerge. Additionally, the squark mass degeneracy ensures that the partonic cross section for all final state squark flavours are equal, so no mass induced cross section differences emerge either. The in-
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dependence of the cross section from the final state squark flavour ensures that the ratio of two 10-flavour mass degenerate scenario cross sections yield the same scaling factor as two 1-flavour mass degenerate scenario cross sections would.

In order to stay consistent between the different processes, we also use the K-factor approach for the weak and associated production. The higher order cross sections are calculated following

$$
\begin{align*}
p p \rightarrow \tilde{\chi}_{1}^{0} \tilde{\chi}_{1}^{0}: & \sigma=\sigma(\mathrm{LO})_{\mathrm{LO}}^{\mathrm{MG}} \frac{\sigma(\mathrm{aNNLO}+\mathrm{NNLL})_{\mathrm{NLO}}^{\mathrm{RS}}}{\sigma(\mathrm{LO})_{\mathrm{LO}}^{\mathrm{RS}}},  \tag{63}\\
p p \rightarrow \tilde{\chi}_{1}^{0} \tilde{\mathrm{q}}: & \sigma=\sigma(\mathrm{LO})_{\mathrm{LO}}^{\mathrm{MG}} \frac{\sigma(\mathrm{NLO}+\mathrm{NLL})_{\mathrm{NLO}}^{\mathrm{RS}}}{\sigma(\mathrm{LO})_{\mathrm{LO}}^{\mathrm{RS}}},  \tag{64}\\
p p \rightarrow \tilde{\mathrm{q}} \overline{\mathrm{q}}: & \sigma=\sigma(\mathrm{LO})_{\mathrm{LO}}^{\mathrm{MG}} \frac{\sigma(\mathrm{NLO})_{\mathrm{NLO}}^{\text {nllfast }}}{\sigma(\mathrm{LO})_{\mathrm{LO}}^{\text {nllfast }}} \frac{\sigma(\mathrm{aNNLO}+\mathrm{NNLL})_{\mathrm{NNLO}}^{\mathrm{nnllfast}}}{\sigma(\mathrm{NLO})_{\mathrm{NLO}}^{\mathrm{nnnllfast}}} . \tag{65}
\end{align*}
$$

Here, the superscript denotes the software used to calculate the cross section, the subscript denotes the order of the PDF and the order of the cross section itself is given in the brackets. The reason for inserting a second K-factor based on NLL-fast in the strong channel (see eq. 65) is that the lowest order given by its successor is NLO but we aim for a LO input in the denominator. The NLL-fast scenario is the same as used in NNLL-Fast but with MSTW2008LO and MSTW2008NLO 67].
In fig. 12 the LO and the scaled cross sections from eqs. 63) to 65 are plotted over the squark mass with an additional panel to show the K-factor. Here, the neutralino mass is fixed at $m_{\tilde{\chi}_{1}^{0}}=250 \mathrm{GeV}$ on the left and at $m_{\tilde{\chi}_{1}^{0}}=400 \mathrm{GeV}$ on the right-hand side. In both cases, the purely strong channel $\left(\propto \alpha_{S}^{2}\right)$ yields the highest scaled cross section for low squark masses, followed by the associated channel ( $\propto \alpha_{S} \alpha$ ) about one order of magnitude lower and finally the weak channel $\left(\propto \alpha^{2}\right)$ another two orders of magnitude lower. This behaviour is anticipated since the coupling constant $\alpha_{S}$ of the strong interaction is much larger than the weak $\alpha$, which justifies their naming. However, since two squarks are produced in the strong channel, the corresponding cross section decreases faster with increasing squark mass compared to the associated and weak channel with the production of just one or no squark due to an increased phase space suppression. Therefore, the weakness of the weak coupling is compensated in the high squark mass regime, such that eventually the associated cross section exceeds the strong one at approximately $m_{\tilde{q}}=850 \mathrm{GeV}$ and $m_{\tilde{\mathrm{q}}}=950 \mathrm{GeV}$ for left and right, respectively. The neutralino pair cross section approaches the production cross sections of squark pairs, reaching a separation of roughly one order of magnitude. This gap would diminish with rising squark mass, eventually reaching a point where even the weak channel surpasses the strong one. This underlines the importance of considering the weak production in order to get accurate exclusion limits, as the squark exclusion limit is already pushed into the TeV-regime in many scenarios. A tendency of increasing and large K-factors in the weak process towards low squark masses is noted. This behaviour is traced back to t-channel bubble diagrams including the gluino and was cross checked with Prospino [68]. A similar behaviour is also outlined in 69].
By comparing the two plots, we see that for the same squark mass only the cross section of the weak and the associated production decrease notably when increasing the neutralino mass. This


Figure 12: Shown are the LO (dashed lines) and scaled higher order (solid lines) cross sections for $m_{\tilde{\chi}_{1}^{0}}=250 \mathrm{GeV}$ on the left and $m_{\tilde{\chi}_{1}^{0}}=400 \mathrm{GeV}$ on the right. Additionally, the resulting K-factors are shown in the lower panel.
behaviour is more apparent in the mass plane shown in fig. 13 for the three processes. Here, the red lines indicate the cut of the mass plane that is shown in fig. 12. Based on the inclination of the contour lines, we see the weak and the semi-weak production depend on both the squark and the neutralino mass, while the strong production nearly exclusively depends on the squark mass. Comparing this with the LO diagrams given in figs. 3 to 5 show that the weak production cross section depends on the squark mass due to the propagator in the t -channel. However, the total strong production cross section would only be minimally dependent on the neutralino mass following the t-channel neutralino propagator since the other diagrams dominate. Naturally, if the final state incorporates a specific particle, the cross section depends on its mass, i.e. the neutralino pair production cross section always depend on the neutralino mass, the squark pair production cross section on the squark mass and the associated production cross section on both.

### 5.2. Experimental Analyses and Detector Simulation

MadAnalysis5 allows to reinterpret LHC results, simply by feeding in the Monte Carlo events and selecting the relevant analyses available in the public analysis database (PAD) [70]. Depending on the analysis, the detector simulation is executed either via a FastJet [52] or DELPHES3 [7] interface, or alternatively by using the simplified detector simulation [71] implemented directly in MadAnalysis5.
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Figure 13: Shown are the scaled higher order cross sections of the three processes in the mass plane. The red lines indicate the $m_{\tilde{\chi}_{1}^{0}}=250 \mathrm{GeV}$ and $m_{\tilde{\chi}_{1}^{0}}=400 \mathrm{GeV}$ levels.

For the simplified scenario at hand, four analyses, two by ATLAS and two by CMS, validated in MadAnalysis5 $72 \sqrt{75}$, proved to be the most sensitive. They are originally named ATLAS-EXOT-2018-06 [76], ATLAS-CONF-2019-040 [77], CMS-SUS-19-006 [78] and CMS-EXO-20004 [79, but the shorthands ATLAS-EXOT, ATLAS-CONF, CMS-SUS, and CMS-EXO excluding the numerical identifiers will be used for brevity. The data is taken in LHC Run-2 at $\sqrt{s}=13 \mathrm{TeV}$ with an integrated luminosity of $L=139 \mathrm{fb}^{-1}$ and $L=137 \mathrm{fb}^{-1}$ for the ATLAS and CMS analyses respectively and is evaluated in mono- and multijet-searches plus missing transverse momentum. The preselection criteriums are summarised in table 2 Since the BSM

| cuts | ATLAS-EXOT | ATLAS-CONF | CMS-SUS | CMS-EXO |
| :--- | :--- | :--- | :--- | :--- |
| veto | $e, \mu, \tau, \gamma$ | $e, \mu$ | $e, \mu, \gamma$ | $e, \mu, \tau, \gamma, b$-jet |
| $N_{j}$ | $\geq 1$ | $\geq 2$ | $\geq 2$ | $\geq 1$ |
| $E_{T}^{\text {miss }}$ | $>200 \mathrm{GeV}$ | $>300 \mathrm{GeV}$ | - | $>250 \mathrm{GeV}$ |
| $\|\eta\|$ | $<2.4$ | - | $<2.4$ | $<2.4$ |
| $p_{T}\left(j_{1}\right)$ | $>150 \mathrm{GeV}$ | $>200 \mathrm{GeV}$ | - | $>100 \mathrm{GeV}$ |
| $p_{T}\left(j_{2}, \ldots, j_{N_{j}}\right)$ | $>30 \mathrm{GeV}$ | $>50 \mathrm{GeV}$ | - | - |
| $\Delta \Phi\left(\mathrm{jet}, \mathbf{p}_{T}^{\text {miss }}\right)$ | $>0.4$ | $>0.2$ | $>0.5$ | $>0.5$ |
| $m_{\mathrm{eff}}$ | - | $>800 \mathrm{GeV}$ | - | - |
| $H_{T}$ | - | - | $>300 \mathrm{GeV}$ | - |
| $\left\|\vec{H}_{T}^{\text {miss }}\right\|$ | - | - | $>300 \mathrm{GeV}$ | - |

Table 2: Summary of the event selection cuts of the four analyses ATLAS-EXOT-2018-06, ATLAS-CONF-2019-040, CMS-SUS-19-006 and CMS-EXO-20-004.
signal from heavy particles will result in energetic jets and high missing momenta and energy, it is crucial to sort out SM signals in this region. Also, signals from leptons like electrons and muons and in some cases additionally for taus and photons need to be vetoed. Naturally, the selection of the transverse momentum and the rapidity of the vetoed particles vary, but this is of no greater importance here.
The ATLAS-EXOT preselection criteria necessitate the presence of at least one jet and a minimum missing transverse energy $E_{T}^{\text {miss }}$ exceeding 200 GeV . Additionally, selected events impose
conditions, including a primary jet with a transverse momentum $p_{T}$ surpassing 150 GeV and a rapidity $\eta$ within the range of $\pm 2.4$. Subsequent jets are subject to a lower $p_{T}$ threshold of 30 GeV . An azimuthal angle separation of $\Delta \Phi\left(\mathrm{jet}, \mathbf{p}_{T}^{\mathrm{miss}}\right)>0.4$ is mandated between each jet and the direction of the missing transverse momentum. Cuts on the effective mass and the sum of the absolute and vector missing transverse momenta defined as

$$
\begin{align*}
& m_{\mathrm{eff}}=E_{T}^{\mathrm{miss}}+\sum_{p_{T}>50 \mathrm{GeV}} p_{T}(j),  \tag{66}\\
& H_{T}=\sum_{|\eta|<2.4} p_{T}(j),  \tag{67}\\
& \vec{H}_{T}^{\mathrm{miss}}=\sum_{|\eta|<5} \vec{p}_{T}(j) . \tag{68}
\end{align*}
$$

are not imposed. The classification into SRs for the ATLAS-EXOT analysis is based on varying $E_{T}^{\mathrm{miss}}$.
Compared to the previous analysis, ATLAS-CONF demands a higher jet multiplicity of at least two and slightly higher limits on the transverse missing energy and the transverse momenta of the primary and subsequent jets. Additionally, there is a cut dependent on the effective mass of at least 800 GeV which is considered an effective discriminant between SM background and a signal from heavy BSM particles. The SRs differ by combining differently modified cuts obeying the discussed preselection criteria.

CMS-SUS applies a higher cut on the angle between the two highest $p_{T}$ jets and the missing momentum direction. Otherwise it bases on $H_{T}$ the scalar sum of jet transverse momenta and $\left|\vec{H}_{T}^{\text {miss }}\right|$ the vector sum of jet transverse momenta with a more inclusive rapidity interval. Furthermore, only events with $\left|\vec{H}_{T}^{\text {miss }}\right|>H_{T}$ are considered preventing mismeasurements. The analysis is split in SRs each representing an area in the two-component phase space spanned by $H_{T}$ and $\left|\vec{H}_{T}^{\text {miss }}\right|$.
The SR with the lowest transverse momentum cut on the leading jet in CMS-EXO undercuts the previous ones with 100 GeV . However, several of the SRs impose a significantly higher cut in this regime.
In general, we can say that the differences seem minor on the first look, however, their slightly varying cuts imply different sensitivity in different regions of the phase space. Note, that for example CMS-SUS is triggered if the sum of the jets surpasses a threshold, while for the others, one leading jet carrying a minimal energy is required. Another difference, promising a spread and an in combination well covered phase space sensitivity is that we employ analyses that select events with only one jet, while others start with at least two.
Feeding the BSM events and the corresponding cross section $\sigma$ to MadAnalysis5 for the detector simulation results in the expected signal events $n_{s}$ for each SR of the four analyses. The PAD 70 also yields some analysis specific information. In specific, for the purpose of getting exclusion limits with a $95 \%$ CL the number of experimentally observed events $n_{\text {obs }}$, as well as the expected number of SM background events $n_{\mathrm{b}}$ and the corresponding uncertainty $\Delta n_{\mathrm{b}}$ is needed.
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### 5.3. Confidence Level Calculation

At this stage the number of expected signal events $n_{s}$ following our SUSY model is known from the MadAnalysis5 run calculated following the description in section 5.2 Keep in mind, this value already incorporates the cross section, as well as the integrated luminosity. Furthermore, the PAD yields the number of events $n_{\text {obs }}$ that were actually observed in the experiment, as well as the expected number of SM background events $n_{\mathrm{b}}$ and the corresponding uncertainty $\Delta n_{\mathrm{b}}$.
From these four values, the software Spey [41] calculates the exclusion limit or equivalently the $p$-value based on the corresponding likelihood functions. A basic understanding of statistics is assumed to understand the following sections. For the reader who is not well-acquainted with this concept or simply wants to review his knowledge, a more instructive introduction to statistical data analysis is given in appendix C.

### 5.3.1. Likelihood Description

Spey serves as a statistics tool that is built around a plug-in system, designed to treat a diverse set of likelihood based approaches. Here, we will focus on the likelihood description that leads to calculating the CL of exclusion.
Consider a general binned counting experiment where in each bin $i$ we find $x_{i}$ counts. The likelihood function yields the probability of finding this distribution of counts depending on the general parameters $\mu$, the parameter of interest or the signal strength, and $\theta$, the nuisance parameters. Therefore, the general composite likelihood is described by

$$
\begin{equation*}
\mathcal{L}(\mu, \boldsymbol{\theta})=\prod_{i \in \text { bins }} \mathcal{M}\left(x_{i} \mid \lambda_{i}(\mu, \boldsymbol{\theta})\right) \cdot \prod_{j \in \text { nui }} \mathcal{C}\left(\theta_{j}\right), \tag{69}
\end{equation*}
$$

with the main $\mathcal{M}$ representing the probability distribution in each bin and $\mathcal{C}$ representing the probability distribution of the constraint terms which are associated to the uncertainties in the measurement. $\lambda_{i}$ is a function relating the strength and nuisance parameter to the corresponding bin.
In the specific case at hand, there are no bins but just the already mentioned values $n_{s}, n_{\mathrm{obs}}, n_{\mathrm{b}}$ and $\Delta n_{\mathrm{b}}$. Furthermore, like in most LHC counting experiments, one assumes a Poisson distribution for the counted events while the expected background events are normally distributed. This yields:

$$
\begin{align*}
\mathcal{L}(\mu, \theta) & =\operatorname{Poiss}\left(n_{\text {obs }} \mid \mu n_{s}+n_{b}+\theta \cdot \Delta n_{b}\right) \text { Gauss }\left(n_{b}+\theta \cdot \Delta n_{b} \mid n_{b}, \Delta n_{b}\right)  \tag{70}\\
& =\frac{\left(\mu n_{s}+n_{b}+\theta \cdot \Delta n_{b}\right)^{n_{\text {obs }}}}{n_{\text {obs }}!} e^{-\left(\mu n_{s}+n_{b}+\theta \cdot \Delta n_{b}\right)} \cdot \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2}\left(\frac{\left(n_{b}+\theta \cdot \Delta n_{b}\right)-n_{b}}{\Delta n_{b}}\right)^{2}} . \tag{71}
\end{align*}
$$

We see that the Poisson distribution describes the probability of observing $n_{\text {obs }}$ events given an expected value. The expected value is taken to be the sum of the background events $n_{b}$, its uncertainty regulated by the only nuisance parameter $\theta$ which can take any value and some
ratio of the actual signal events $n_{s}$ tuned by the strength parameter $\mu$. In order to get physical results, the strength parameter has to be between zero and one. The Gauss distribution yields the probability of getting a deviation from the actual background events regulated by the nuisance parameter. The mean and the standard deviation are taken to be the number of background events $n_{b}$ and its uncertainty $\Delta n_{b}$.

The strength parameter $\mu$ is defined by the hypothesis, with $\mu=0$ for the null hypothesis, i.e. there is no signal and $\mu=1$ for the alternative hypothesis, i.e. there is a signal. The nuisance parameter is unknown but following the maximum likelihood approach it is estimated to be $\hat{\hat{\theta}}(\mu)$, so the value of $\theta$ given a specific $\mu$, such that the likelihood maximises. Due to the estimator dependency on $\mu$ we call $\mathcal{L}(\mu, \hat{\hat{\theta}}(\mu))$ the conditional likelihood.
Typically, one distinguishes two different types of exclusion limit, the observed and expected one. So far, we assumed that the observed number of events are the true number of events and we are therefore in the observed regime. Contrary, for the expected exclusion limit, one assumes the expected number of SM events $n_{b}$ to be the truth and therefore the approach changes by replacing $n_{\text {obs }}$ with $n_{b}$ in the calculation.

Consider as an artificial example the values:

$$
\begin{equation*}
n_{s}=16, \quad n_{\mathrm{obs}}=56, \quad n_{\mathrm{b}}=48 \quad \text { and } \quad \Delta n_{\mathrm{b}}=20 \tag{72}
\end{equation*}
$$

On the left-hand side in fig. 14 the likelihood functions based on eq. 71 for these values with varying strength parameter are plotted. Note, $\mu$ varies in a broader interval than just between zero and one in the figure. This is to clarify the form of the likelihood in the plot, but still a strength parameter smaller than zero or bigger than one is unphysical. It is easy to see that the likelihood of the observed calculation peaks at a value that is greater than zero because more counts are observed than predicted by the SM. The expected likelihood peaks at zero since the background events are assumed to be the truth.
We define the profile likelihood ratio as

$$
\begin{equation*}
\lambda(\mu)=\frac{\mathcal{L}(\mu, \hat{\hat{\theta}}(\mu))}{\mathcal{L}(\hat{\mu}, \hat{\theta})} . \tag{73}
\end{equation*}
$$

In contrast to the conditional likelihood $\mathcal{L}(\mu, \hat{\hat{\theta}}(\mu))$, where the strength parameter $\mu$ is kept free and only the estimator for $\theta$ is calculated, $\mathcal{L}(\hat{\mu}, \hat{\theta})$ represents the maximised unconditional likelihood, using the estimators for both $\mu$ and $\theta$. Thus the unconditional likelihood is the best fit for the data and therefore, $\hat{\mu}$ is said to describe the data of the experiment, while $\mu$ describes the hypothesis, either null or alternative hypothesis, in the following.
The profile likelihood ratio represents a normalization of the likelihood, since $0 \leq \lambda \leq 1$ and its maximum is at $\lambda(\hat{\mu})=1$. Also, a profile likelihood ratio close to one implies that the hypothesised strength parameter $\mu$ is close to the maximum likelihood estimator $\hat{\mu}$, i.e. the hypothesis is in good agreement with the data.
On the right-hand side of fig. 14 the negative logarithm of the profile likelihood ratio is shown.
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The impact of the logarithm is that the peak value is now zero following $\log \lambda(\hat{\mu})=0$ and the form turned upside down due to the extra sign. Naturally, the extrema are still at the same values of $\mu$. Consider now the null hypothesis $\mu=0$ and the alternative hypothesis $\mu=1$. For the former, the expected likelihood yields a lower negative logarithmic likelihood and is thus in better agreement with the data given the null hypothesis than the observed likelihood. Conversely, the observed likelihood yields a lower value for $\mu=1$ and is thus in better agreement with the data given the alternative hypothesis than the expected likelihood. As long as $n_{\mathrm{obs}}>n_{b}$ this is always the case.
Of course, the outlined differences in the negative logarithmic likelihood (see fig. 14 right) are already present at the likelihood level (see fig. 14 left). Nevertheless, it is advantageous to make clear if high or low values describe good or bad agreement with the data on both levels, in order to relate this to the CLlater.
Note that it can occur that the maximum likelihood estimator yields $\hat{\mu}<0$. However, we are only interested in $\mu \geq 0$ and since the best agreement between the data and a physical value $\mu$ is $\mu=0$ we tune the profile likelihood to be

$$
\tilde{\lambda}(\mu)=\left\{\begin{array}{ll}
\frac{\mathcal{L}(\mu, \hat{\hat{\theta}}(\mu))}{\mathcal{L}(\hat{\mu}, \hat{\theta})} & \text { if } \hat{\mu} \geq 0  \tag{74}\\
\frac{\mathcal{L}(\mu, \hat{\hat{\hat{N}}}(\mu))}{\mathcal{L}(0, \hat{\hat{\theta}}(0))} & \text { otherwise }
\end{array},\right.
$$

where the denominator turned into a conditional likelihood in case of $\hat{\mu}<0$.


Figure 14: In this plot we compare the conditional likelihood function of the observed and the expected calculation for the artificial example values given in eq. (72). On the left hand side the likelihood function is plotted and on the right we plot the negative logarithm of the profile likelihood ratio. The extrema are denoted by a dot.

### 5.3.2. Test Statistics

To construct a hypothesis test resulting in a $p$-value, one usually relies on test statistics. Spey employs three different kinds of test statistics for three different scenarios, based on the discussion in 80. First,

$$
q_{0}= \begin{cases}-2 \log \lambda(0)=-2 \log \frac{\mathcal{L}(0, \hat{\hat{\theta}}(0))}{\mathcal{L}(\hat{\mu}, \hat{\theta})} & \text { if } 0 \leq \hat{\mu}  \tag{75}\\ 0 & \text { if } \hat{\mu}<0\end{cases}
$$

is the test statistic to look for a discovery of a signal. The result of observed data fluctuating lower than the expected SM background is $\hat{\mu}<0$ which yields a test statistic of zero, indicating agreement between the null hypothesis and the data. Contrary, the result of the observed data increasing above the SM expectation is an increase in $q_{0}$ indicating a higher incompatibility between data and null hypothesis.
The test statistic to explore upper limits is given as

$$
q_{\mu}=\left\{\begin{array}{ll}
-2 \log \lambda(\mu)=-2 \log \frac{\mathcal{L}(\mu, \hat{\theta}(\mu))}{\mathcal{L}(\hat{\mu}, \hat{\theta})} & \text { if } \hat{\mu} \leq \mu  \tag{76}\\
0 & \text { if } \mu<\hat{\mu}
\end{array} .\right.
$$

One can see that this explores the compatibility between a hypothesis, usually the alternative hypothesis, and the data. Since one is interested in exclusion limits, data fluctuations above the alternative hypothesis don't matter and $q_{\mu}$ is set to zero. The more important scenarios are if the data fluctuates lower than the hypothesised $\mu$ yielding an increased $q_{\mu}$ and thus, an increasing incompatibility.
This however, does not account for unphysical estimators given as $\hat{\mu}<0$. Therefore, the alternative test statistic, given as,

$$
\tilde{q}_{\mu}=\left\{\begin{array}{ll}
-2 \log \tilde{\lambda}(\mu) & \text { if } \hat{\mu} \leq \mu  \tag{77}\\
0 & \text { if } \mu<\hat{\mu}
\end{array}= \begin{cases}-2 \log \frac{\mathcal{L}(\mu, \hat{\hat{\theta}}(\mu))}{\mathcal{L}(0, \hat{\hat{\theta}}(0))} & \text { if } \hat{\mu}<0 \\
-2 \log \frac{\mathcal{L}(\mu, \hat{\theta}(\mu))}{\mathcal{L}(\hat{\mu}, \hat{\theta})} & \text { if } 0 \leq \hat{\mu} \leq \mu \\
0 & \text { if } \mu<\hat{\mu}\end{cases}\right.
$$

distinguishes this case. Note that $\tilde{q}_{\mu}$ will be used in this work and we therefore focus on this test statistic from now on. However, the difference between $\tilde{q}_{\mu}$ and $q_{\mu}$ is usually negligible.

### 5.3.3. Approximations and the Asimov Data Set

In order to find the $p$-value, that is the probability of finding data which is as extreme or extremer than the measured one, we have to calculate

$$
\begin{equation*}
p_{\mu}=\int_{\tilde{q}_{\mu}}^{\infty} f\left(\tilde{q}_{\mu} \mid \mu\right) d \tilde{q}_{\mu} \tag{78}
\end{equation*}
$$

Here, we denote the probability density function (pdf) to find $\tilde{q}_{\mu}$ given the hypothesis $\mu$ as $f\left(\tilde{q}_{\mu} \mid \mu\right)$. The first step to find the general distribution $f\left(\tilde{q}_{\mu} \mid \mu^{\prime}\right)$ is to approximate the profile likelihood. Wald [81] showed that

$$
\begin{equation*}
-2 \log \lambda(\mu)=\frac{(\mu-\hat{\mu})^{2}}{\sigma^{2}}+\mathcal{O}(1 / \sqrt{N}) \tag{79}
\end{equation*}
$$

with $N$ being the sample size and $\hat{\mu}$ following a normal distribution with mean $\mu^{\prime}$ and standard deviation $\sigma$. If the higher order terms are negligible, one can show that $t_{\mu}:=-2 \log \lambda(\mu)$ follows
a non-central chi-square distribution

$$
\begin{equation*}
f\left(t_{\mu} ; \Lambda\right)=\frac{1}{2 \sqrt{2 \pi}} \frac{1}{\sqrt{t_{\mu}}}\left[\exp -\frac{1}{2}\left(\sqrt{t_{\mu}}+\sqrt{\Lambda}\right)^{2}+\exp -\frac{1}{2}\left(\sqrt{t_{\mu}}-\sqrt{\Lambda}\right)^{2}\right] \tag{80}
\end{equation*}
$$

with the non-centrality parameter

$$
\begin{equation*}
\Lambda=\frac{\left(\mu-\mu^{\prime}\right)}{\sigma^{2}} \tag{81}
\end{equation*}
$$

Wilks 82 showed this earlier for the special case of $\mu^{\prime}=\mu$ which implies $\Lambda=0$.
One way of calculating the standard derivation $\sigma$ is by employing the so called Asimov data set. The Asimov data set is defined such that when it is used in the maximum likelihood approach, one finds the true parameters as estimators. In the case at hand that means the estimator of $\mu$ is equal to the true value $\mu^{\prime}$, i.e. $\hat{\mu}_{A}=\mu^{\prime}$, with $\hat{\mu}_{A}$ being the estimator of the Asimov data set. Plugging this equality into the Wald approximation eq. (79), yields that for negligible higher orders

$$
\begin{equation*}
-2 \log \lambda_{A}(\mu) \approx \frac{\left(\mu-\mu^{\prime}\right)}{\sigma_{A}^{2}}=\Lambda \tag{82}
\end{equation*}
$$

and therefore one finds an estimate for the non-centrality parameter. In the special case, where one looks for the exclusion significance of a hypothesis $\mu$ assuming there is no signal $\mu^{\prime}=0$ this simplifies to

$$
\begin{equation*}
q_{\mu, A}=\frac{\mu^{2}}{\sigma_{A}^{2}} \Longrightarrow \sigma_{A}^{2}=\frac{\mu^{2}}{q_{\mu, A}} \tag{83}
\end{equation*}
$$

with $q_{\mu, A}=-2 \log \lambda_{A}(\mu)$. With this last result, we now have a way to model the pdf using a test statistic (see. eq. 80 ) for which we need the standard deviation of the strength parameter (see eq. (83)).

### 5.3.4. Distribution of $\tilde{q}_{\mu}$

With the Wald approximation of the profile likelihood eq. 79, one can simplify the test statistic

$$
\tilde{q}_{\mu}= \begin{cases}\frac{\mu^{2}}{\sigma^{2}}-\frac{2 \mu \hat{\mu}}{\sigma^{2}} & \text { if } \hat{\mu}<0  \tag{84}\\ \frac{(\mu-\hat{\mu})^{2}}{\sigma^{2}} & \text { if } 0 \leq \hat{\mu} \leq \mu \\ 0 & \text { if } \mu<\hat{\mu}\end{cases}
$$

But more importantly, we also get an approximation for the pdf which is

$$
f\left(\tilde{q}_{\mu}, \mu\right)=\frac{1}{2} \delta\left(\tilde{q}_{\mu}\right)+ \begin{cases}\frac{1}{2 \sqrt{2 \pi}} \frac{1}{\sqrt{\tilde{q}_{\mu}}} e^{-\tilde{q}_{\mu} / 2} & \text { if } 0 \leq \tilde{q}_{\mu} \leq \frac{\mu^{2}}{\sigma^{2}}  \tag{85}\\ \frac{1}{\sqrt{2 \pi}(2 \mu / \sigma))} \exp -\frac{1}{2} \frac{\left(\tilde{q}_{\mu}+\mu^{2} / \sigma^{2}\right)^{2}}{(2 \mu / \sigma)^{2}} & \text { if } \frac{\mu^{2}}{\sigma^{2}}<\tilde{q}_{\mu}\end{cases}
$$

for the special case of $\mu^{\prime}=\mu$. The $p$-value is then calculated as

$$
\begin{equation*}
p_{\tilde{q}_{\mu}}=1-F\left(\tilde{q}_{\mu} \mid \mu\right) \tag{86}
\end{equation*}
$$

with the cumulative distribution

$$
F\left(\tilde{q}_{\mu} \mid \mu\right)= \begin{cases}\Phi\left(\sqrt{\tilde{q}_{\mu}}\right) & \text { if } 0<\tilde{q}_{\mu} \leq \frac{\mu^{2}}{\sigma^{2}}  \tag{87}\\ \Phi\left(\frac{\tilde{q}_{\mu}+\mu^{2} / \sigma^{2}}{2 \mu / \sigma}\right) & \text { if } \frac{\mu^{2}}{\sigma^{2}}<\tilde{q}_{\mu}\end{cases}
$$

where $\Phi$ denotes the cumulative of the Gaussian distribution. Remember that the CD of exclusion of a particular mass point can now be easily calculated as $\mathrm{CL}=1-p_{\tilde{q}_{\mu}}=F\left(\tilde{q}_{\mu} \mid \mu\right)$.
However, the CLS given by SPEY use a combination of the null hypothesis $\mu=0$ and the alternative hypothesis $\mu=1$. The background only $\mathrm{CL}_{\mathrm{b}}(\mu=0)$ and the signal-plus-background $\mathrm{CL}_{\mathrm{s}+\mathrm{b}}(\mu=1)$ are calculated, and the final CL is obtained from the ratio $\mathrm{CL}_{\mathrm{s}}=\mathrm{CL}_{\mathrm{s}+\mathrm{b}} / \mathrm{CL}_{\mathrm{b}}$. This works for both the expected and the observed likelihood.
We have now traced the important steps that get us from the likelihood to the CL We see that an increasing test statistic value $\tilde{q}_{\mu}$ indicates an increasing incompatibility between the hypothesis $\mu$ and the data $\hat{\mu}$. A higher $\tilde{q}_{\mu}$ ensures a higher $F\left(\tilde{q}_{\mu} \mid \mu\right)$ and therefore a higher CL Considering the ratio $\mathrm{CL}_{\mathrm{s}}=\mathrm{CL}_{\mathrm{s}+\mathrm{b}} / \mathrm{CL}_{\mathrm{b}}$, this means, to exclude a point in the phase space, we require a low $\mathrm{CL}_{\mathrm{b}}$ and a high $\mathrm{CL}_{\mathrm{s}+\mathrm{b}}$, so we require low test statistics for the null hypothesis and high test statistics for the alternative hypothesis.

### 5.4. Combination

There are two types of combinations, first, the combination of different uncorrelated SRs for one process, and second, the combination of different processes with the same signature. In the following, we start by focussing on the SR first before discussing the combination of processes. For the sake of calculating the overlap of SRs MA5 also generates a binary acceptance matrix which is an event $\times S R$-matrix denoting if the event passed the cuts of the SR. An exemplary acceptance matrix with $N$ events of process $p$ evaluated in the analysis $a$ which incorporates $n$ different SRs would look like

Here, the first event, for example, passed the cuts of the first and $n$-th SR but not the cuts of the second SR To also calculate the correlation of SRS of the previously discussed four different analyses, a combined acceptance matrix is needed. Therefore, we tag the events, such that we can allocate them in the four individual acceptance matrices and then merge the
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corresponding event rows in the acceptance matrices horizontally, i.e. along the SR-axis. This can be structurally outlined as
with abbreviations to denote the SR columns and the event rows. The combined acceptance matrix now includes all SRs, so SR1 to SR $n$ of each analysis.
The resulting matrix is passed to TACO which determines if the minimal number of events to estimate the overlap of two SRS is met. Furthermore, it calculates their Pearson correlations and summarises them in one symmetric correlation matrix, i.e. a $S R \times S R$ matrix containing the SRS from all four analyses, structurally represented by

$$
\begin{array}{cccccc} 
& \mathrm{SR} 1_{1} & \mathrm{SR} 2_{1} & \cdots & \mathrm{SR}\left(n_{4}-1\right) & \mathrm{SR} n_{4}  \tag{90}\\
\mathrm{SR} 1_{1} \\
\mathrm{SR} 2_{1} \\
\vdots & \begin{array}{ccccc}
1 & 0.73 & \cdots & 0.002 & 0.43 \\
0.73 & 1 & \cdots & 0.6 & 0.005 \\
\mathrm{SR}\left(n_{4}-1\right) \\
\mathrm{SR} n_{4}
\end{array}\left(\begin{array}{ccccc} 
& \vdots & \ddots & \vdots & \vdots \\
0.002 & 0.6 & \cdots & 1 & 0.82 \\
0.43 & 0.005 & \cdots & 0.82 & 1
\end{array}\right) .
\end{array}
$$

If the correlation of a $\operatorname{SR}$ pair is below a chosen threshold of 0.01 as proposed in TACO, they are considered uncorrelated, else correlated. For the example given in eq. 90 we can therefore deduce from the first column that $\mathrm{SR} 1_{1}$ and $\mathrm{SR}\left(n_{4}-1\right)$ are uncorrelated while $\mathrm{SR} 2_{1}$ and $\mathrm{SR} n_{4}$ correlate with $\mathrm{SR}_{1}$.
Considering that the same proton-proton collision cannot be detected by both ATLAS and CMS detectors, we regard any ATLASSR to be uncorrelated to an CMS SR and set the corresponding values in the correlation matrix manually to zero. However, this is just an approximation because the experiments might share uncertainties and since any correlation would reduce the exclusion limit, the derived one should be taken as the maximal possible one 41.
This final correlation matrix is then passed to the PathFinder which finds the combination of uncorrelated SRs with the highest exclusion power based on the weighted hereditary depth-first search (WHDFS) proposed in TACO. Hence, a weight needs to be assigned to each SR which gives a measure for the corresponding exclusion power. It is important to stress at this point that in order to calculate the combined CL of exclusion later, we will combine the likelihood of different SRS. If the individual likelihoods are independent (uncorrelated SRs), they combine
multiplicatively, i.e.

$$
\begin{equation*}
\mathcal{L}_{\text {combined }}(\mu, \boldsymbol{\theta})=\prod_{i \in \mathrm{SRs}} \mathcal{L}_{i}\left(\mu, \theta_{i}\right) \tag{91}
\end{equation*}
$$

Therefore, the logarithmic likelihood and consequently the logarithmic likelihood ratio combines additively. Combining this with the previously discussed connection of an increasing test statistic implying an increasing CL justifies assigning weights in the form of

$$
\begin{equation*}
\mathcal{W}=-\log \left(\frac{\mathcal{L}(1, \hat{\hat{\theta}}(1))}{\mathcal{L}(\hat{\mu}, \hat{\theta})}\right) \tag{92}
\end{equation*}
$$

to each SR. Because the weights, which represent an approximation for test statistic, combine additively, the PathFinder is just looking to maximise the sum of weights of uncorrelated SRs. To reduce the runtime, the SRs in the correlation matrix is sorted for the weight in descending order before running the PathFinder.
In fig. 15 the correlation matrix $\rho$, of the squark pair production for $m_{\tilde{\chi}_{1}^{0}}=350 \mathrm{GeV}$ and


Figure 15: Visualised is the correlation matrix $\rho$ of the four discussed analyses in case of squark pair production at $m_{\tilde{\chi}_{1}^{0}}=350 \mathrm{GeV}$ and $m_{\tilde{q}}=850 \mathrm{GeV}$. Black dots encode a correlated pair of SR and white blocks an uncorrelated pair. The threshold is set to $T=0.01$. In the left panel, the unsorted correlation matrix and in the right the correlation matrix sorted for the likelihood ratio is shown. Note, for visual clarity, only 125 of the original 281 SRs are shown.
$m_{\tilde{q}}=1000 \mathrm{GeV}$ is shown as an example. Eventually, the PathFinder runs over the sorted correlation matrix of each mass point of each process. The diagonal elements, shaded in dark grey, correspond to the correlation of a SR with itself and are therefore of no interest for the combining and pathfinding procedure. Furthermore, the correlation matrix is symmetric, thus, the PathFinder only runs over the elements below the diagonal, forming the triangular shape
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which is colour coded such that black and white blocks correspond to correlated and uncorrelated SRs, respectively. For the unsorted correlation matrix shown in fig. 15a, one finds block shaped white areas where ATLAS and CMS analyses meet. For clarity, we only give shorthands for the SRs and the corresponding analysis as axis descriptions in the zoom-in on the upper right. After sorting they get mixed up and only the white line like areas remain as shown in fig. 15b. In the zoom-in, it is clear to see that combinations of ATLAS and CMS analyses are always uncorrelated, while the majority of combinations within one analysis are correlated. However, there are exceptions like the intersection of cms_sus::SR6 and cms_sus::AGGSR3. The coloured lines indicate the top four best paths, i.e. combinations with the highest exclusion power found by the pathfinding algorithm. Following the red line, the best path, we see that all three intersection points between cms_sus::SR6, cms_sus::AGGSR3 and atlas_conf::SR4j are white in the plot and therefore they are all uncorrletaed. Furthermore, one notices that even though the first SR yields the highest exclusion power individually, it is not included in the best path, since a combination of other SRs achieves a higher exclusion power than combinations with the first one.
Ultimately, we feed the SRs of the best path into Spey which calculates the combined likelihood


Figure 16: Shown is the negative logarithmic likelihood ratio plotted over the strength parameter $\mu$. This compares the most sensitive SR and the combined SRs for the squark production process at $m_{\tilde{\chi}_{1}^{0}}=200 \mathrm{GeV}$ and $m_{\tilde{q}}=900 \mathrm{GeV}$.
following eq. (91) with the individual likelihoods as given in eq. 70). The CL is then calculated following the steps described in the previous section. In fig. 16 the impact of combining SRs is shown on the likelihood level. The course of the curve shows that the minimum, which denotes the best data agreement $\hat{\mu}$, shifts to a lower value of the strength parameter $\mu$ in the combined process. Combining SRs therefore ensures that the recorded data is more consistent with the SM, i.e. the null hypothesis, which again indicates that it is more likely to exclude the alternative hypothesis. For the alternative hypothesis that there is a BSM signal indicated by $\mu=1$, there is a higher value for the combined likelihood compared with the likelihood of the single most sensitive SR. This means the discrepancy between data and alternative hypothesis is higher for the combination and thus this mass point is more likely to be excluded by the combination and therefore we find a higher CL. If these relations are still unclear, refer back to the very end of section 5.3 .

Lastly, the combination of different processes need to be discussed. For the single SR evaluation, it is sufficient to add the number of expected signal events $n_{s}$ and the cross sections $\sigma$ of the different processes together, following

$$
\begin{equation*}
n_{s}=n_{s}^{\tilde{\mathrm{q}} \tilde{\tilde{q}}}+n_{s}^{\tilde{\mathrm{q}} \tilde{\chi}_{1}^{0}}+n_{s}^{\tilde{\chi}_{s}^{0} \tilde{\chi}_{1}^{0}} \text { and } \sigma=\sigma^{\tilde{\mathrm{q}} \tilde{\tilde{\mathrm{q}}}}+\sigma^{\tilde{\mathrm{q}} \tilde{\chi}_{1}^{0}}+\sigma^{\tilde{\chi}_{1}^{0} \tilde{\chi}_{1}^{0}} \tag{93}
\end{equation*}
$$

The other necessary values, the number of observed events $n_{\text {obs }}$, the expected number of SM background events $n_{\mathrm{b}}$ and the corresponding uncertainty $\Delta n_{\mathrm{b}}$ are not process dependent and are therefore unchanged. Passing these values to SPEY results in CL values for the combined process evaluated in individual SRs.
In order to also combine multiple uncorrelated SRs for the combined process, an acceptance matrix is needed. All three processes yield the same final state signature, therefore, the correlation needs to be calculated taking into account the events of all the three processes. Hence, the acceptance matrix of the three processes is combined by merging them vertically, i.e.
where the event axis subscripts $1,2,3$ encode the first, second and third process. Also, the horizontal SR-axis subscripts clarify that the already horizontally merged acceptance matrices (see eq. 89 ) are now merged vertically. Thus, we accomplished to build one acceptance matrix for allSRs and all processes. This is then passed to TACO, PathFinder and SPEY to calculate the correlation matrix, find the best path and compute the resulting CL of exclusion, as described previously.
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## 6. Results

In the following we present the results from the single analysis considerations and from the combination of all four analyses. In both cases we take the single and combined processes into account. Numerical values supplementing the exclusion plots are given in the tables in appendix D.

### 6.1. Single Analysis

The results of the individual analyses are displayed in fig. 17. The individual analysis exclusion limits are derived by using the most constraining SR from the respective analysis at each mass point in the phase space to calculate the CL of exclusion. However, if the number of accepted events in the best SR is too low ( $\lesssim 50$ events) statistical uncertainties might have a high impact and therefore we increase the number of events to 300 k in the first iteration and to 500 k in the second iteration. Eventually, the exclusion limits shown result from interpolating between the mass points to find the $95 \%$ CL of exclusion. Every mass point to the lower left of the lines, so points with lower masses, are excluded, while everything to the upper right, so higher mass points are still possible. The shown diagonal restricting the mass plane originates from the fact that the neutralino is the LSP and thus $m_{\tilde{\chi}_{1}^{0}}<m_{\tilde{q}}$ always holds as introduced in section 3.1.
For all four analyses we show the expected (solid line) and observed (dashed line) exclusion limits in figs. 17 a to 17 d . They are derived by using the squark pair production only (blue line), adding the associated squark neutralino production (orange line) and finally additionally combining the neutralino pair production (red line). However, the orange line is not visible in all four cases, because it is hidden behind the red line, indicating that the neutralino pair production contributes only minimally.

First, we want to focus on one of the analyses, namely ATLAS-EXOT. Figure 17a shows, that in the area where the exclusion lines approach the diagonal, so for greater neutralino masses, the limits from the squark pair production and from the combination are close to each other, meaning mainly the squark-squark channel is sensitive in this region. For smaller neutralino masses the limits diverge from the diagonal and from each other. Eventually at $m_{\tilde{\chi}_{1}^{0}}=200 \mathrm{GeV}$, the expected combined limit reaches a surplus of nearly 200 GeV in the squark mass respective to the expected squark pair production limit. For the observed limits, this difference is with about 50 GeV a little smaller but still present. The described behaviour is in good agreement with the fact that the cross section of the associated channel decreases slower with increasing squark mass than the strong channel cross section (see fig. 12). Therefore, the significance of the squark neutralino production for the exclusion limit grows compared to the squark pair production with decreasing neutralino and increasing squark mass. The comparison of the observed and expected limit yield a similar trend of becoming close to each other for high neutralino and small squark masses and growing apart at the other end of the spectrum. In this case the observed limits are generally less constraining.
The effect of the squark pair production limit and the combined processes limit distancing from each other for smaller neutralino masses is present in the other analyses as well. The comparison


Figure 17: Shown are the expected (solid lines) and observed (dashed lines) exclusion limits with $95 \%$ confidence for one individual analysis computed with higher order cross sections.
of the observed and expected limit yield no general behaviour since for ATLAS-CONF and CMSSUS in figs. 17 b and 17 c the observed is more constraining while for CMS-EXO in fig. 17d both give similar exclusion limits. Still, both limits diverge from each other in the small neutralino mass and high squark mass regime.
The comparison of the analyses with each other shows that CMS-SUS yields the largest limits over the whole mass plane. A reason for that might be that CMS-SUS is triggered by the sum of jet momenta surpassing a specific limit as opposed to the other analyses where always at least one high energetic jet is needed as pointed out in section 5.2. Since the dominant channel, the squark pair production, always yields at least two jets from the squark decay, possibly two additional hard jets and even more soft jets (see matrix element and parton shower jet production in section (4), the jet multiplicity can generally be high. Furthermore, the decaying squarks result in two similar energetic jets rather than one energetic and further less energetic
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ones.
Next to the strength over the whole mass plane we notice that ATLAS-EXOT and CMS-EXO show an increased sensitivity along the diagonal. The common feature of these analyses outlined in section 5.2 is that they can be triggered by one jet while the other two analyses always need at least two. Close to the diagonal, the squark and neutralino are equally heavy, therefore, following the squark decay, the majority of the squark energy is transferred to the neutralino rather than the quark. Thus, possible high energetic jets triggering the analyses are less abundant and only originating from the additionally generated hard jets. This reasons that the probability to find multiple energetic jets is decreasing as squark and neutralino masses come closer and hence one jet analyses are more likely to be triggered. However, the justification for the different sensitivity regions are just assumptions derived from comparing the analyses cuts with the final exclusion plots. This means we can not be certain whether or not these are the actual reasons.

### 6.2. Combined Analyses

The combination of the most constraining uncorrelated SRs of the four different analyses yield the exclusions as shown in fig. 18 including both the expected (left) and observed (right) limits. Additionally, to the combined analyses limits (blue, orange and red line) we show for comparison the most constraining limit from the single analysis considerations, namely the combined processes limit from CMS-SUS (dashed black line). As before, we note that the squark pair


Figure 18: Shown are the expected (left) and observed (right) exclusion limits with $95 \%$ confidence for the best combination of uncorrelated SRs computed with higher order cross sections. Additionally, the limit for the combined processes with only CMS-SUS is visualised (dashed black line).
production and the combined processes limits are very similar close to the diagonal but for small neutralino and high squark masses the combined one shows a greater exclusion. The observed limits exceed the expected limits, which is most apparent in the small neutralino and high squark mass regime again and is a feature that can be traced back to the most constraining


Figure 19: Shown are two different fractional distributions for the combined $\operatorname{SR}$ consideration of the combined process. On the left the number of combined SRs is noted as the fraction of all mass points and on the right the affiliation to one analysis is shown as the fraction of all considered SRs.
individual analysis, CMS-SUS.
The comparison with the CMS-SUS consideration demonstrates the significant gain in exclusion power achieved by the combination of uncorrelated SRs. For both the expected and observed limit a surplus of around 100 GeV to 200 GeV in squark mass direction over nearly the whole mass plane is obtained. Here, we want to stress that this combination does not just give the exclusion limit of one analysis in a region where it is the most constraining and the exclusion limit of a second analysis in another region of the phase space where this one is the most constraining. The combined analyses exclusion limit exceeds any exclusion limit of the individual analysis consideration as the comparison with fig. 17 shows. Furthermore, when comparing the combined process and single SR limit (i.e. the black line) with the single process and combined SRs limit (i.e. blue line) we see that the later is mostly more constraining. Thus, the combination of SRs yields better exclusion than the combination of processes in this case. Therefore, a joint evaluation of data from different analyses like this increases the information gained by the experiments and is thus needed in order to improve the exclusion limits.

The number of combined SRs at different mass points vary as fig. 19a shows. For the expected case, nearly $50 \%$ of the mass points include five and for the observed case nearly $50 \%$ of the mass points include four different uncorrelated SRs, but none include less than two or more than seven. It is questionable if including further analyses from ATLAS and CMS might increase this number. Another analysis would need to be both mostly uncorrelated with the considered analysis and sensitive to the BSM signal. Since we already picked the most constraining ATLAS and CMS analyses it is unlikely to find an analysis that combines these characteristics. However, including analyses from other experiments, which are thus uncorrelated, yield an attractive way to extend the number of SRs,
On the analysis level, we see in fig. 19b that over $40 \%$ of the used SRs originate from CMSSUS. This can be reasoned by the fact that CMS-SUS is the most constraining analysis and it
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is also the analysis which divides into the most SRs. However, the other analyses contribute substantially as well, showing that although their individual exclusion was less constraining than CMS-SUS, they impact the combination significantly. Since we assume CMS and ATLAS analyses to be uncorrelated, the combination of ATLAS SRs to CMS-SUS SRs is more likely than combinations of CMS-SUS and CMS-EXO SRs. Thus, CMS-EXO naturally contributes less compared to ATLAS-EXOT and ATLAS-CONF.

## 7. Conclusion

In this thesis, we considered a simplified MSSM scenario with all particles but one squark flavor and a bino like neutralino decoupled to showcase the exclusion power gained by combining uncorrelated SRs of different analyses. The examined processes include the purely strong squark pair production, the associated squark neutralino production, the purely weak neutralino pair production and their combination.
The general features of the Monte Carlo event generation, including its limitations, which lead to the concept of parton showers and consequently jet merging, were discussed and the event generation executed for the scenario at hand. We then scaled the resulting LO cross sections to higher orders using publicly available state-of-the-art precision calculations. Afterwards, we recast four different analyses with the generated events to get the number of expected signal events, which are then compared to the experimentally measured values. We traced the steps taking us from these values to the CL of exclusion for the individual processes and their combination. Also, the procedure of determining the correlation of SRS, finding the most constraining combination of uncorrelated SRS from the different analyses and eventually combining them, is explained. Finally, we gave the results in the form of exclusion plots, which showed that considering associated and strong production together significantly affects the mass limit, while the contribution from the weak production was insignificant. The combination of uncorrelated SRs substantially pushed the exclusion limit towards higher masses, compared to the most sensitive individual analysis.

With this we showed that by combining the data obtained from various already executed BSM searches conducted at the LHC one can still gain further information.

## A. Monte Carlo Method

Monte Carlo generators play a key role in high-energy physics and are employed in tools like MadGraph, Pythia, HERWIG and many more. Using them as black boxes is prone to errors and we therefore, aim to get at least a basic understanding of the procedure. In the following, a general description based on [83, 84] is given.

## A.1. Monte Carlo Integration

First of all, Monte Carlo methods serve as integration methods. Standard numerical integration techniques like the trapezium rule, Simpson's rule and Gaussian quadrature approximate the integrand with a polynomial. Alternatively, one can exploit that the value of an integral can be calculated by the average of the integrand:

$$
\begin{equation*}
I=\int_{t_{1}}^{t_{2}} f(t) \mathrm{d} t=\left(t_{2}-t_{1}\right)\langle f(t)\rangle \tag{95}
\end{equation*}
$$

The average can be estimated by taking $N$ values uniformly distributed in $\left(t_{1}, t_{2}\right)$, such that:

$$
\begin{equation*}
I \approx\left(t_{2}-t_{1}\right) \frac{1}{N} \sum_{i=0}^{N} f\left(t_{i}\right) . \tag{96}
\end{equation*}
$$

Since the order in the sum is of no importance, one can simply use random numbers $\rho_{i}$ within $(0,1)$, i.e.

$$
\begin{equation*}
t_{i}=t_{1}+\left(t_{2}-t_{1}\right) \rho_{i}, \tag{97}
\end{equation*}
$$

which concludes the method of Monte Carlo integration. For future purposes, we define the weight $W_{i}:=\left(t_{2}-t_{1}\right) f\left(t_{i}\right)$ and then describe the Monte Carlo integral, its variance and the standard deviation with

$$
\begin{align*}
& I \approx I_{N}=\frac{1}{N} \sum_{i=0}^{N} W_{i},  \tag{98}\\
& V_{N}=\frac{1}{N} \sum_{i=0}^{N} W_{i}^{2}-\left(\frac{1}{N} \sum_{i=0}^{N} W_{i}\right)^{2} \text { and }  \tag{99}\\
& \sigma_{N}=\sqrt{\frac{V_{N}}{N}} \tag{100}
\end{align*}
$$

respectively, resulting in

$$
\begin{equation*}
I=I_{N} \pm \sigma_{N} . \tag{101}
\end{equation*}
$$

Of course, this is also valid for multidimensional integration, where the random point $t_{i}$ becomes a multidimensional point $\mathbf{t}_{\mathbf{i}}=\left(t_{i_{1}}, t_{i_{2}}, t_{i_{3}}, \ldots\right)$. In fact, Monte Carlo integration reveals its true advantage in high dimensions, because its convergence in any dimension $d$ is $\propto 1 / \sqrt{N}$ which is in contrast to the other techniques (see table 3) which converge more slowly with
increasing dimension. However, in low dimensional integrals, Monte Carlo is slowly converging in

| technique | convergence |
| ---: | :---: |
| trapezium rule | $1 / N^{2 / d}$ |
| Simpson's rule | $1 / N^{4 / d}$ |
| $m$-th order Gaussian quadrature | $1 / N^{(2 m-1) / d}$ |
| Monte Carlo | $1 / \sqrt{N}$ |

Table 3: Given are the convergence rates of the different numerical integration techniques in $d$ dimensions. Table is taken from (84].
comparison. A closer look on the standard deviation $\sigma_{N}=\sqrt{V_{N} / N}$ reveals that the convergence decreases by reducing the variance in addition to simply increasing $N$. This is employed in importance sampling, which uses a transformation to flatten the integrand and hence results in a smaller variance. An example can be found in [83].
In particle physics, one often encounters many particle final states. The high dimensionality of the resulting phase space motivates using Monte Carlo methods.

## A.2. Monte Carlo Event Generator

In the language of Monte Carlo generators an event is understood to mean the multidimensional random point $t_{i}$ in combination with its weight $W_{i}$, which can then be used in experimental analyses, for example. However, carrying around the weight is cumbersome, inefficient and computationally expensive and therefore an unweighting procedure is needed. The hit-or-miss method exploits that the weight of an event is proportional to its occurence. Hence, by accepting an event with probability $f(t) / f_{\max }$ and else rejecting it, using the maximal value of the integrand $f_{\max }$, one accounts for the weight of the event in terms of its occurrence probability and one does not need to carry the explicit weight around. The algorithm steps are:

1. Generate $N_{1}$ random points $t_{i}$ within $\left(t_{1}, t_{2}\right)$ and find the maximal value $f_{\max }$ of the distribution $f(t)$.
2. Generate $N_{2}$ random points $t_{i}$ and keep them with a probability of $f(t) / f_{\max }$, such that one ends up with a set of accepted events.

Note, during the first step, the value of the integral, it's variance and standard deviation can already be computed if needed, following eqs. (98) to 100 .
The cross section of a $2 \rightarrow 2$ process with two colliding quarks in the initial state can often be expressed in an analytically solvable integral. However, quarks are bound in hadrons and such a quark collisions can only be described if they are asymptotically free, i.e. if they carry large momenta. Therefore, one needs to take the whole hadron hadron collision into account to get accurate predictions.


Figure 20: Structural visualisation of a hadron hadron collision. The collision of partons (red blob), originating from hadrons (dark green ovals), creates decaying particles (small red blobs). Hadronisation (light green blobs) takes place after this and also after secondary processes (purple blob) and the unstable hadrons decay. Additionally, photons (yellow) are emitted at any stage. The picture is taken from 85].

## A.3. QCD Factorization

The usual structure of a collision in a hadron collider includes more than just the hard collision of the partons. For the general case, this is visualised in fig. 20. The complexity of this is reduced since one can approximately factorise separate steps. First of all, unweighted events for the hard process (green ovals in fig. 20) are produced following the hit-or-miss method and consequently, the cross section can be calculated. The calculation bases on the assumption that the hadron physics and the short distance parton physics can be factorised like

$$
\begin{equation*}
\sigma=\sum_{a, b} \int_{0}^{1} \mathrm{~d} x_{a} \mathrm{~d} x_{b} f_{a, h_{1}}\left(x_{i}, \mu_{F}^{2}\right) f_{b, h_{2}}\left(x_{b}, \mu_{F}^{2}\right) \hat{\sigma}_{a b} . \tag{102}
\end{equation*}
$$

Here, the PDF for the parton $a$ in the hadron $h$ is denoted by $f_{a, h}, \mu_{F}$ is the relevant factorisation scale and $\hat{\sigma}$ is the partonic cross section (red blob), given by

$$
\begin{equation*}
\hat{\sigma}_{a b}=\int\left[\prod_{i=1}^{N} \frac{\mathrm{~d}^{3} q_{i}}{(2 \pi)^{3} 2 E_{i}}\right] \delta^{4}\left(p_{1}+p_{2}-\sum_{i=1}^{N} q_{i}\right)\left|\mathcal{M}_{p_{1} p_{2} \rightarrow\{q\}}^{a b}\right|^{2} . \tag{103}
\end{equation*}
$$

The other, usually less energetic partons in the hadrons might collide (purple blob) which again be modelled using the hard process techniques.

Heavy resonances like the top quark decay before the parton shower. Of course, all particles carrying color radiate, quarks and gluons radiate gluons and gluons can also split into quark antiquark pairs, which is described by the matching splitting functions $\hat{P}$. Parton shower algorithms take this into account via the Sudakov form factor

$$
\begin{equation*}
\Delta_{b a}\left(t_{0}, t\right)=\exp \left(-\int_{t_{0}}^{t} \frac{\mathrm{~d} t^{\prime}}{t^{\prime}} \int \mathrm{d} z \frac{\alpha_{s}}{2 \pi} \hat{P}_{b a}(z)\right), \tag{104}
\end{equation*}
$$

which encodes the no emission probability, i.e. it yields the probability that parton $a$ is not emitting parton $b$ between the scales $t_{0}$ and $t$. More details regarding the parton shower are also given in section 4.2, here, it is just worth noticing that Monte Carlo methods are used to calculate the Sudakov form factor and create the resulting events.
After the parton shower, a set of partons will be present in the low momentum regime. This nonperturbative regime and thus the hadronisation of partons into hadrons, can only be described by phenomenological models.

## A.4. Monte Carlo Generator in $\mathrm{C}++$

At https://github.com/a-feike/MC_event_generator you can find a Monte Carlo project implemented in $\mathrm{C}++$. The motivation for programming this from scratch are solely to familiarise myself with the Monte Carlo method described above and to improve my programming skills. Therefore, only a very brief summary of the result is given here.
The cross section for muon pair production following electron positron is implemented, so far and the needed integral and exact cross section is taken from [83]. The event output is given in the Les Houches event (LHE) file format [50], for example:

```
<LesHoucheEvents>
<Header>
</Header>
<init>
    11-11 4.500000e+01 4.500000e+01 0 0 0 0 0 0
    1.061654e+03 2.564191 e+00 1.061654e+03 0
</init>
4 4 1 1.060650e+03 1.000000e+03 
    11, 0}
        -11-1 0
        -11 -1 
```



```
</event>
\(11-1 \quad 0 \quad 0 \quad 0 \quad 0 \quad 4.500000 \mathrm{e}+01 \quad 0.000000 \mathrm{e}+0\)
</LesHoucheEvents>
```

The init block first yields the ID's of the incoming beams following the numbering of the Particle Data Group (PDG), here the electron (11) and its antiparticle (-11). Their respective energies in $\mathrm{GeV}(4.500000 \mathrm{e}+014.500000 \mathrm{e}+0)$, information for the $\mathrm{PDF}(0000)$, the weighting strategy ( 0 ) and the number of processes ( 0 ) is given in the same line. Below the cross section, its error and maximum ( $1.061654 \mathrm{e}+032.564191 \mathrm{e}+001.061654 \mathrm{e}+03)$ are given in pb and a process ID (0) is shown.
Each event block then carries number of particles (4), an ID (1), its weight $(1.061654 \mathrm{e}+03)$ the used scale (1.000000e+03) and the couplings $\alpha$ (7.546771e-03) and $\alpha_{S}$ (8.684367e-02). For each
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particle we denote the PDGID (11), its status, here it is an incoming particle (-1), the mother particles ( 00 ) and the color ( 00 ), followed by the 4 -momentum $(4.500000 \mathrm{e}+010.000000 \mathrm{e}+00$ $0.000000 \mathrm{e}+004.500000 \mathrm{e}+01)$. Finally the mass $(0.000000 \mathrm{e}+00)$, proper lifetime $(0.000000 \mathrm{e}+00)$ and spin $(0.000000 \mathrm{e}+00)$ are noted.
For the presented case, we used $N=10000$ in the integration and found a cross section of (1060.650 $00 \pm 2.52977$ ) pb which agrees with the analytical value of 1060.94 pb .

## B. MadGraph Commands

In order to generate the process, the following commands are used for the neutralino pair production

```
define squa = ur ur~
generate p p > n1 n1 $squa @1
add process p p > n1 n1 j $squa @2
add process p p > n1 n1 j j $squa @3
output
```

for the associated production

```
define squa = ur ur~
generate p p > n1 ur $squa, ur > u n1 @1
add process p p > n1 ur~ $squa, ur~ > u~ n1 @1
add process p p > n1 ur j $squa, ur > u n1 @2
add process p p > n1 ur~ j $squa, ur~ > u~ n1 @2
add process p p > n1 ur j j $squa, ur > u n1 @3
add process p p > n1 ur~ j j $squa, ur~ > u~ n1 @3
output
```

and for the squark pair production production

```
define squa = ur ur~
generate p p > ur ur~ $squa, ur > u n1, ur~ > u~ n1 @1
add process p p > ur ur~ j $squa, ur > u n1, ur~ > u~ n1 @2
add process p p > ur ur~ j j $squa, ur > u n1, ur~ > u~ n1 @3
output
```

Here, the $\$$-notation denotes that only off-shell quarks are considered in intermediate states. Furthermore, the prompt decay of the squark is executed by implementing it in the process generation. After launching the process with

```
launch
shower = Pythia8
analysis = OFF
madspin = OFF
```

we declare, that only the Pythia plug-in is needed. Then

```
set pdlabel = lhapdf
set lhaid = 27000
set ebeam1 = 6500.0
set ebeam2 = 6500.0
set nevents = 500000
```

B MadGraph Commands

```
set bwcutoff = 35.0
set use_syst = False
```

sets the PDF set and its label, the energy for each beam in GeV , the number of events and the Breit Wigner cutoff in the run_card. Moreover, systematic studies are deactivated to omit scale variations in order to save runtime.

Then the masses are set in the param_card with

```
set mass mneu1 }30
set mass msu4 1000
set mass msd1 30000
set mass msd2 30000
set mass msd3 30000
set mass msd4 30000
set mass msd5 30000
set mass msd6 30000
set mass msu1 }3000
set mass msu2 30000
set mass msu3 30000
set mass msu5 30000
set mass msu6 30000
set mass mneu2 30000
set mass mneu3 30000
set mass mneu4 30000
set mass mch1 }3000
set mass mch2 30000
set mass mgo 30000
set mass msl1 30000
set mass msl2 30000
set mass msl3 30000
set mass msl4 30000
set mass msl5 30000
set mass msl6 30000
set mass msn1 30000
set mass msn2 30000
set mass msn3 30000
```

where the given configurations create the mass point at $m_{\tilde{q}}=1000 \mathrm{GeV}$ and $m_{\tilde{\chi}_{1}^{0}}=300 \mathrm{GeV}$. All other particles are decoupled by mass which is set to 30000 GeV . Additionally, the param_card includes the neutralino mixing matrix which is given as

```
set rnn1x1 1
set rnn1x2 0
```

```
set rnn1x3 0
set rnn1x4 0
set rnn2x1 0
set rnn2x2 1
set rnn2x3 0
set rnn2x4 0
set rnn3x1 0
set rnn3x2 0
set rnn3x3 0
set rnn3x4 0
set rnn4x1 0
set rnn4x2 0
set rnn4x3 0
set rnn4x4 0
```

and therefore being diagonal. The merging parameters

```
set ptlund = 250.0
set ickkw = 0
set xqcut = 0
set ktdurham = -1
set dparameter = 0.4
```

given in the run_card state that the CKKW-L algorithm with a $p_{T}$ scale is used while the MLM algorithm is not used. Combining the defined merging scale (see eq. (62)) with the used mass point, one can deduce that the given commands are chosen for the squark pair production. Finally, the pythia8_card is modified with

```
set Merging:TMS = -1
set Merging:nJetMax 2
set Merging:mayRemoveDecayProducts = on
set Merging:doPTLundMerging = on
set Merging:Process = pp>ur,ur~
```

which yield the number of jets, the process and some minor adjustments. For more information, please refer to the Pythia8 website [86].

## C. Statistical Introduction

For a correct interpretation of data from experiments in general, but especially in high-energy physics, knowledge of the underlying statistics is crucial. This field is often not covered in general particle physics lectures. Therefore, the following section briefly introduces the terms and concepts needed to understand this thesis and support this with examples.
For further reading and to get a deeper insight, we would like to recommend the book from G. Cowan 87 from which, if not explicitly stated otherwise, the information of this section is taken from. For more compressed and summarised information, there are also Cern lectures of G. Cowan available at 88.

## C.1. Basic Introduction

In the following section, the basic concepts of statistics such as conditional probabilities, Bayes' theorem and probability density functions are introduced.

## C.1.1. Primary Principles

In this framework, we consider a set of elements denoted as $S$ and associate any subset $A$ with a real number denoted as $P(A)$, referred to as the probability. It is defined using these three axioms:

1. The probability is larger than zero for each subset, i.e. $P(A)>0 \forall A \subseteq S$.
2. The probability of any two disjoint subsets is the sum of their individual probabilities, i.e. $\forall A, B \subseteq S$ with $A \cap B=\emptyset \Longrightarrow P(A \cup B)=P(A)+P(B)$.
3. The probability of the whole set is one, i.e $P(S)=1$.

Properties like $P(\bar{A})=1-P(A), P(A) \leq P(B)$ if $A \subseteq B$, etc. can be derived from these axioms only. They are also met by the conditional probability $P(A \mid B)$ which is the probability of $A$ given $B$ defined as

$$
\begin{equation*}
P(A \mid B)=\frac{P(A \cap B)}{P(B)} \tag{105}
\end{equation*}
$$

It is worth noting that the conventional probability $P(A)$ can be expressed as the probability of $A$ given the whole set $S, P(A)=P(A \mid S)$. Since $P(A \cap B)=P(B \cap A)$ one can combine $P(A \mid B)$ from eq. 105 with $P(B \mid A)$ to find

$$
\begin{align*}
P(A \cap B) & =P(A \mid B) P(B)=P(B \mid A) P(A)  \tag{106}\\
\Longrightarrow P(A \mid B) & =\frac{P(B \mid A) P(A)}{P(B)} \tag{107}
\end{align*}
$$

which is known as Bayes' theorem. This can be further transformed using the law of total probability. $S$ can be broken down to disjoint subsets $A_{i}$, such that $S=\cup_{i} A_{i}$. For any probability, one can then use:

$$
\begin{equation*}
P(B)=\sum_{i} P\left(B \cup A_{i}\right)=\sum_{i} P\left(B \mid A_{i}\right) P\left(A_{i}\right) \tag{108}
\end{equation*}
$$

Here, we used the definition of the conditional probability eq. 105 to transform the equation. This can now be inserted into Bayes' theorem eq. (107) and one gets:

$$
\begin{equation*}
\Longrightarrow P(A \mid B)=\frac{P(B \mid A) P(A)}{\sum_{i} P\left(B \mid A_{i}\right) P\left(A_{i}\right)} . \tag{109}
\end{equation*}
$$

This result can be used in a simple example calculation. Suppose there is a disease and there are tests to figure out if one is infected. We want to assume a prior probability of $1 \%$, so $1 \%$ of the population is sick and the rest is healthy, i.e. $P(s)=0.01$ and $P(h)=0.99$. Of course the test is not $100 \%$ accurate such that if a person is infected, it gives a positive test result with $97 \%$, i.e. $P(+\mid s)=0.97$ and $P(-\mid s)=0.03$. Also, given that a person is healthy, it falsely yields a positive test result with a probability of $4 \%$, i.e. $P(+\mid h)=0.04$ and $P(-\mid h)=0.96$. Now assume that somebody got a positive test result, how likely is it, that this person is actually sick? We just use eq. (109):

$$
\begin{equation*}
P(s \mid+)=\frac{P(+\mid s) P(s)}{P(+\mid s) P(s)+P(+\mid h) P(h)}=\frac{0.97 \cdot 0.01}{0.97 \cdot 0.01+0.04 \cdot 0.99} \approx 20 \% . \tag{110}
\end{equation*}
$$

So although one gets a positive test result, the posterior probability, so the probability to actually be infected, is only $20 \%$.

## C.1.2. Relative Frequency and Bayesian Probability

In high-energy particle physics, there are two dominant interpretations of probabilities, relative frequency and Bayesian probability (or subjective probability).
In relative frequency, one regards any subset $A$ as an outcome, so the occurrence of a specific event, in a repeatable experiment. Its probability is defined by the fraction of the number of times this event occurs if the experiment is repeated a sufficient amount of times:

$$
\begin{equation*}
P(A)=\lim _{n \rightarrow \infty} \frac{\text { number of outcome A }}{n} . \tag{111}
\end{equation*}
$$

In Bayesian statistics on the other hand, a subset $A$ is regarded as a hypothesis which can be true or false. The probability is then defined by how much one believes that this hypothesis is true, so:

$$
\begin{equation*}
P(A)=\text { degree of belief that } A \text { is true. } \tag{112}
\end{equation*}
$$

Consider doing an experiment to evaluate if a theory is correct. Thus, the hypothesis is given by the theory. The probability that the theory is true under the assumption of the experimental data

$$
\begin{equation*}
P(\text { theory } \mid \text { data }) \propto P(\text { data } \mid \text { theory }) P(\text { theory }) \tag{113}
\end{equation*}
$$

represents our degree of belief in the theory after the experiment, also called likelihood. Note that Bayesian statistics don't provide a prior probability for the theory but shows how the degree of belief changes if one has some data.

## C.1.3. Probability Distribution Function

If the outcome $x$ of an experiment is not discrete, like the number of particles produced in a collision, but continuous, like the particles absolute momentum, one defines the probability to find $x$ in the interval $[x, x+d x]$ as $f(x) d x$, where $f(x)$ is referred to as the probability density function pdf). The pdf is normalised, such that the integral over the complete set yields one. The cumulative distribution $F(x)$ is defined as the probability of finding a value which is smaller or equal to $x$ :

$$
\begin{equation*}
F(x)=\int_{-\infty}^{x} f\left(x^{\prime}\right) d x^{\prime} \tag{114}
\end{equation*}
$$

Of course, the pdf concept is straightforwardly expandable to multiple variables, like measuring not the absolute value of the particles momentum but the momentum in $x$ - and $y$-direction. $f(x, y) d x d y$ describes the probability of finding $x$ in the interval $[x, x+d x]$ and $y$ in the interval $[y, y+d y]$. If one is interested in the pdf of $x$ for any $y$ or the other way around one gets

$$
\begin{equation*}
f_{x}(x)=\int_{-\infty}^{\infty} f(x, y) d y \text { and } f_{y}(y)=\int_{-\infty}^{\infty} f(x, y) d x \tag{115}
\end{equation*}
$$

respectively, called marginal pdf. The conditional pdf is then defined analogue to the conditional probability eq. (105) as

$$
\begin{equation*}
g(x \mid y)=\frac{f(x, y)}{f_{x}(x)} \text { and } \quad h(y \mid x)=\frac{f(x, y)}{f_{y}(y)} \quad \Longrightarrow g(x \mid y)=\frac{g(x \mid y) f_{x}(x)}{f_{y}(y)} . \tag{116}
\end{equation*}
$$

and one can express the marginal pdf as

$$
\begin{equation*}
f_{x}(x)=\int_{-\infty}^{\infty} g(x \mid y) f_{y}(y) d y \text { and } f_{y}(y)=\int_{-\infty}^{\infty} h(y \mid x) f_{x}(x) d x \tag{117}
\end{equation*}
$$

representing the law of total probability.

## C.2. Hypothesis Tests

In this section, we will introduce the concept of testing a hypothesis. One primary interest for this thesis is to distinguish if a given event is due to a signal or just background.

## C.2.1. General

One generally aims to test if the prediction, the so called null hypothesis $H_{0}$, is valid under consideration of the observed data and one compares this with alternative hypothesis $H_{1}$. Consider the data $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ which could be a $n$-dimensional data point or data from $n$ repeated experiments as given. Furthermore, we define a function $\mathbf{t}(\mathbf{x})$ called test statistic which, for now, can be considered as a summary of the data to quantify the agreement between hypothesis and data. For simplicity, we will consider a scalar test statistic $\mathbf{t}(\mathbf{x})=t(x)$ if not stated
otherwise. The probability for the measured data given the null or the alternative hypothesis is described by the pdf $g\left(t \mid H_{0}\right)$ or $g\left(t \mid H_{1}\right)$ respectively.
We want to accept the null hypothesis $H_{0}$ if the test statistic value is below a certain threshold $t_{\text {cut }}$ and otherwise reject it. This is usually done by choosing a significance value $\alpha$ defined as:

$$
\begin{equation*}
\alpha=\int_{t_{\mathrm{cut}}}^{\infty} g\left(t \mid H_{0}\right) d t \tag{118}
\end{equation*}
$$

Thus, if the null hypothesis $H_{0}$ is true, we reject it with a probability of $\alpha$, which is therefore the error of the first kind. Consequently, there is also an error of the second kind given as the probability that we accept $H_{0}$ although $H_{1}$ is true:

$$
\begin{equation*}
\beta=\int_{-\infty}^{t_{\mathrm{cut}}} g\left(t \mid H_{1}\right) d t \tag{119}
\end{equation*}
$$

We call $1-\beta$ the power of the test. The above discussed concepts are visualised on the left-hand side and in the middle of fig. 21 .


Figure 21: Shown are exemplary conditional probabilities for a scalar test statistic given a null or an alternative hypothesis. On the left-hand side $\alpha$, in the middle $\beta$ and on the right-hand side the $p$-value are specifically shown.

## C.2.2. $p$-Value and Confidence Interval

If one is interested in how compatible measured data is with the null hypothesis, one usually gives the $p$-value. The $p$-value is defined as the probability to get data as extreme or extremer compared to the measured one. So in the example in fig. 21 we can see that the extreme end of the pdf is towards higher $t$. If we measure some data yielding $t_{\text {data }}=50$, the probability of getting a value being 50 or higher given the null hypothesis is the $p$-value (shown on the right-hand side of fig. 21. In contrast to the significance $\alpha$, the $p$-value is variable.
The confidence level (CL) is closely related to the significance value $\alpha$. Consider specifying an $\alpha$ and then taking data. As discussed before, a hypothesised value is rejected if it is in the critical region. If one inverts this, the confidence interval gives all the hypothesised values that
are not rejected. The $\mathbf{C L}$ is given as $1-\alpha$.
A typical physical example would be to decide whether some counts in a detector originate from background processes only (null hypothesis) or if there is actually a new physics signal (alternative hypothesis). We want to consider a total number of events given by the sum of the signal and background events $n=n_{s}+n_{b}$ with mean $\nu=\nu_{s}+\nu_{b}$. Following the Poisson distribution, the probability of observing $n$ events is

$$
\begin{equation*}
f\left(n ; \nu_{s}, \nu_{b}\right)=\frac{\left(\nu_{s}+\nu_{b}\right)^{n}}{n!} e^{-\left(\nu_{s}+\nu_{b}\right)} \tag{120}
\end{equation*}
$$

Now one observes $n_{\text {obs }}$ events and the question is, if this is compatible with there being no signal and just background. Since the extreme end of the distribution is here for a high number of events, the $p$-value is calculated as

$$
\begin{equation*}
P\left(n \geq n_{\mathrm{obs}}\right)=\sum_{n_{\mathrm{obs}}}^{\infty} f\left(n_{\mathrm{obs}} ; \nu_{s}=0, \nu_{b}\right)=1-\sum_{0}^{n_{\mathrm{obs}}-1} f\left(n_{\mathrm{obs}} ; \nu_{s}=0, \nu_{b}\right) \tag{121}
\end{equation*}
$$

Consider an expected background of $\nu_{b}=10$ events and the number of observed events $n_{\text {obs }}=$ 22 , the corresponding $p$-value is approximately $0.16 \%$. Thus, it is rather unlikely to observe these events if there was only background. We could have also applied a significance value of $\alpha=5 \%$ or equivalently a CL of $95 \%$. Then all observed events with $n_{\mathrm{obs}} \leq 17$ would be accepted by the null hypothesis and, therefore, be in the confidence interval. Following the Bayesian interpretation we can also formulate our degree of belief to be $95 \%$ that the events are actually background if they are in the confidence interval or the events are due to a signal if they exceed the highest number of events in the confidence interval.
Note that in this example, we only used the background only hypothesis to decide whether or not there is a discovery. Usually there are other factors to consider, like, for example the agreement with the alternative hypothesis.

## C.2.3. Neyman-Pearson Lemma

From the definition of the significance and power of a test, it is rather obvious that one aims to choose the perfect $\mathbf{t}_{\text {cut }}$ such that the former minimises and the latter maximises. If the test statistics get multidimensional, this is not straightforward. The Neyman-Pearson lemma states that one gets the highest power w.r.t. to the alternative hypothesis, for

$$
\begin{equation*}
\frac{g\left(\mathbf{t} \mid H_{1}\right)}{g\left(\mathbf{t} \mid H_{0}\right)} \geq c \tag{122}
\end{equation*}
$$

in the critical region. This ratio is called likelihood ratio. The constant $c$ yields the desired test size. Note that this is equivalent to choosing a scalar test statistic given as the likelihood ratio. However, this lemma is often impractical since one often doesn't know the conditional pdf.

## C.3. Likelihood

In the prior sections, we already mentioned the likelihood in the discussion of eq. 122) and the likelihood ratio in eq. 122). In this section, we revisit the basic concept of the likelihood or likelihood function and introduce the method of maximum likelihood.

## C.3.1. Basics

In a best case scenario a given hypothesis $H$ yields all values to define the pdf $P(\mathbf{x} \mid H)$. However, more often one deals with a composite hypothesis, meaning the kind of pdf is known but there are unknown parameters $\boldsymbol{\theta}$ denoted by $P(\mathbf{x} \mid \boldsymbol{\theta})$. One then defines the likelihood function as

$$
\begin{equation*}
P(\mathbf{x} \mid \boldsymbol{\theta})=\mathcal{L}(\boldsymbol{\theta})=\mathcal{L}(\boldsymbol{\theta} \mid \mathbf{x}) . \tag{123}
\end{equation*}
$$

It is important to note that unlike to the original pdf the data $\mathbf{x}$ is considered being given and therefore fixed and the unknown parameters are variable in the likelihood function. The unknown parameter could be any pdf characterising constant.
For example, consider having a radioactively decaying probe. The probability for $x$ decays per second is given in general by the Poisson distribution

$$
\begin{equation*}
P_{\lambda}(x)=\frac{\lambda^{x}}{x!} e^{-\lambda} \tag{124}
\end{equation*}
$$

with the decay constant $\lambda$. If one does know this constant, one can calculate the probability for any number of decays per second as shown left in fig. 22 . If one does not know the decay constant because the element of the probe is unknown but one counts the decays per second, one has data $x$ but an unknown parameter $\lambda$. In this case, we can plot the likelihood, so the probability of counting $x$ decays with any decay constant, shown right in fig. 22 for $x=12$.
For $n$ repeated measurements of a random variable, the data is independent and the joint pdf is given by the product of the individual ones. This reasoning also implies that the likelihood functions also combine multiplicatively:

$$
\begin{align*}
& P\left(x_{1}, \ldots, x_{n} \mid \theta\right)=\prod_{i=1}^{n} P\left(x_{i} \mid \theta\right)  \tag{125}\\
& \Longrightarrow \mathcal{L}\left(\theta \mid x_{1}, \ldots, x_{n}\right)=\prod_{i=1}^{n} \mathcal{L}\left(\theta \mid x_{i}\right) . \tag{126}
\end{align*}
$$

## C.3.2. Maximum Likelihood

By definition as unknown parameters, the true value $\boldsymbol{\theta}$ can usually not be determined. However, one can find estimators $\hat{\boldsymbol{\theta}}$ which are called consistent if they converge to the true values for an increasing number of observations, so, for increasing data. One way to find estimators based on a finite data sample is the method of maximum likelihood.
The idea of this technique is that one expects to get a high probability for parameter values


Figure 22: We show exemplary the difference between the pdf with variable $x$ and fixed $\lambda$ on the left and the likelihood function with variable $\lambda$ and fixed $x$ on the right.
close to the true values. Hence, to find estimators, one maximises the likelihood with

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial \theta_{i}}=0 \tag{127}
\end{equation*}
$$

assuming the likelihood function to be differentiable. If there is more than one maximum, the global one, so, the highest one is chosen.
Usually, the logarithm of the likelihood function eq. 126, the log-likelihood function is used for convenience. This simplifies $\mathcal{L}$ by converting products into sums and exponents into factors and since the logarithm is monotonic, the log-likelihood function maximises for the same values as the likelihood function.
Revisiting the radioactive decay example with a Poisson distribution (see eq. (124)) from the previous section and assuming that in $n$ observations one got the data $\mathbf{x}=\left(\begin{array}{lll}x_{1} & x_{2} & \ldots\end{array} x_{n}\right)$ yields the log-likelihood function

$$
\begin{equation*}
\log \mathcal{L}=\log \left(\prod_{i=1}^{n} \frac{\lambda_{i}^{x}}{x_{i}!} e^{-\lambda}\right)=\sum_{i=1}^{n}\left(x_{i} \log (\lambda)-\log \left(x_{i}!\right)-\lambda\right) \tag{128}
\end{equation*}
$$

and hence, the maximum is calculated as:

$$
\begin{equation*}
\frac{\partial}{\partial \lambda} \log \mathcal{L}=0 \Longrightarrow \hat{\lambda}=\frac{1}{n} \sum_{i=1}^{n} x_{i} \tag{129}
\end{equation*}
$$

It is no surprise to find the estimator $\hat{\lambda}$ being the arithmetic mean. The concept is visualised in fig. 23 on the left. Here, we generated $n=50$ random variables according to a Poisson distribution with $\lambda=19.4$. With this data and eq. 129 the maximum likelihood estimator is calculated as $\hat{\lambda}=19.52$. The distribution with the true parameter $\lambda$ (solid) and the distribution with the estimator $\hat{\lambda}$ (dashed) are nearly on top of each other.
We can treat the Gauss distribution

$$
\begin{equation*}
f(x)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{1}{2}\left(\frac{x-\mu}{\sigma}\right)^{2}} \tag{130}
\end{equation*}
$$



Figure 23: On the left two Poisson distributions and on the right two Gauss distributions are shown. In both cases the blue (solid) line represents the distribution with the true parameters and the orange (dashed) line shows the distribution with the estimators calculated using the maximum likelihood approach. The random data is visualised as red dashes in the lower area of the plot.
in the same manner. For $n$ repeated experiments, we get the log-likelihood

$$
\begin{equation*}
\log \mathcal{L}=\sum_{i=1}^{n}\left(-\frac{1}{2} \log (2 \pi)-\frac{1}{2} \log \sigma^{2}-\frac{1}{2}\left(\frac{x_{i}-\mu}{\sigma}\right)^{2}\right) \tag{131}
\end{equation*}
$$

and by taking the derivatives, we get the estimators

$$
\begin{align*}
& \frac{\partial}{\partial \mu} \log \mathcal{L}=0 \Longrightarrow \hat{\mu}=\frac{1}{n} \sum_{i=1}^{n} x_{i} \quad \text { and }  \tag{132}\\
& \frac{\partial}{\partial \sigma^{2}} \log \mathcal{L}=0 \Longrightarrow \widehat{\sigma^{2}}=\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\hat{\mu}\right)^{2} \tag{133}
\end{align*}
$$

This is visualised as an example in fig. 23 on the right. Here, $n=100$ random variables according to a Gauss distribution with $\mu=2$ and $\sigma=0.6$ were generated. The estimator calculation with eq. (132) and eq. (133) yields $\hat{\mu} \approx 2.029$ and $\hat{\sigma} \approx 0.582$. Naturally, there is still a statistical error on the estimators causing the slight discrepancy. Nevertheless, this example motivates the effectiveness of the maximum likelihood approach.
Note that depending on the likelihood function, it is not always possible to find the maximum likelihood estimators with a straightforward analytic approach. In these cases, the estimators are calculated numerically.
D. Tables

| $m_{\tilde{\chi}_{1}^{0}} / m_{\tilde{\mathrm{q}}}$ | $\begin{aligned} & \mathrm{qq} \\ & \mathrm{AC} \end{aligned}$ | AE | CS | CE | com. | $\frac{\mathrm{qq}}{\mathrm{Aq}} \mathrm{C}^{\mathrm{r}}$ | AE | CS | CE | com. | $\frac{\mathrm{qq}}{\mathrm{AC}}{ }^{-1}$ | $\begin{aligned} & \_\mathrm{nn} \\ & \mathrm{AE} \end{aligned}$ | CS | CE | com. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 200/900 | 0.88 | 0.68 | 0.92 | 0.61 | 0.99 | 0.95 | 0.86 | 0.99 | 0.79 | 1.0 | 0.95 | 0.86 | 0.99 | 0.79 | 1.0 |
| 200/950 | 0.85 | 0.67 | 0.88 | 0.57 | 0.98 | 0.93 | 0.83 | 0.93 | 0.74 | 0.99 | 0.93 | 0.84 | 0.94 | 0.74 | 0.99 |
| 200/970 | 0.8 | 0.58 | 0.81 | 0.53 | 0.97 | 0.93 | 0.81 | 0.92 | 0.93 | 1.0 | 0.93 | 0.81 | 0.92 | 0.93 | 1.0 |
| 200/1000 | 0.78 | 0.54 | 0.78 | 0.47 | 0.97 | 0.89 | 0.72 | 0.86 | 0.59 | 0.99 | 0.89 | 0.73 | 0.86 | 0.59 | 0.99 |
| 200/1050 | 0.68 | 0.48 | 0.68 | 0.35 | 0.87 | 0.8 | 0.68 | 0.81 | 0.55 | 0.96 | 0.8 | 0.69 | 0.81 | 0.55 | 0.96 |
| 200/1200 | 0.53 | 0.27 | 0.59 | 0.24 | 0.73 | 0.67 | 0.45 | 0.71 | 0.39 | 0.91 | 0.68 | 0.45 | 0.72 | 0.4 | 0.91 |
| 200/1300 | 0.46 | 0.26 | 0.5 | 0.25 | 0.66 | 0.59 | 0.42 | 0.66 | 0.43 | 0.84 | 0.59 | 0.42 | 0.66 | 0.43 | 0.85 |
| 250/750 | 0.9 | 0.85 | 0.99 | 0.8 | 1.0 | 0.94 | 0.95 | 1.0 | 0.91 | 1.0 | 0.94 | 0.95 | 1.0 | 0.91 | 1.0 |
| 250/850 | 0.9 | 0.74 | 0.98 | 0.79 | 1.0 | 0.95 | 0.9 | 0.99 | 0.9 | 1.0 | 0.95 | 0.9 | 0.99 | 0.9 | 1.0 |
| 250/940 | 0.82 | 0.56 | 0.96 | 0.57 | 0.99 | 0.91 | 0.77 | 0.96 | 0.73 | 1.0 | 0.91 | 0.78 | 0.96 | 0.73 | 1.0 |
| 250/950 | 0.79 | 0.58 | 0.75 | 0.49 | 0.95 | 0.88 | 0.75 | 0.88 | 0.66 | 0.98 | 0.88 | 0.75 | 0.88 | 0.67 | 0.98 |
| 250/1000 | 0.76 | 0.51 | 0.75 | 0.38 | 0.93 | 0.86 | 0.69 | 0.83 | 0.55 | 0.99 | 0.86 | 0.7 | 0.83 | 0.55 | 0.99 |
| 250/1050 | 0.68 | 0.48 | 0.82 | 0.5 | 0.92 | 0.79 | 0.67 | 0.83 | 0.61 | 0.96 | 0.79 | 0.67 | 0.83 | 0.61 | 0.96 |
| 250/1080 | 0.62 | 0.42 | 0.65 | 0.33 | 0.87 | 0.78 | 0.6 | 0.82 | 0.46 | 0.95 | 0.78 | 0.6 | 0.82 | 0.46 | 0.96 |
| 250/1100 | 0.72 | 0.39 | 0.62 | 0.3 | 0.87 | 0.75 | 0.55 | 0.74 | 0.45 | 0.92 | 0.75 | 0.55 | 0.75 | 0.45 | 0.92 |
| 300/750 | 0.84 | 0.79 | 0.99 | 0.73 | 1.0 | 0.93 | 0.9 | 1.0 | 0.86 | 1.0 | 0.93 | 0.9 | 1.0 | 0.87 | 1.0 |
| 300/850 | 0.84 | 0.68 | 0.94 | 0.7 | 1.0 | 0.87 | 0.83 | 0.98 | 0.81 | 1.0 | 0.87 | 0.83 | 0.98 | 0.82 | 1.0 |
| 300/900 | 0.83 | 0.61 | 0.96 | 0.72 | 0.99 | 0.91 | 0.78 | 0.99 | 0.8 | 1.0 | 0.91 | 0.78 | 0.99 | 0.8 | 1.0 |
| 300/1000 | 0.68 | 0.48 | 0.77 | 0.41 | 0.9 | 0.78 | 0.66 | 0.84 | 0.56 | 0.95 | 0.78 | 0.66 | 0.84 | 0.57 | 0.96 |
| 300/1200 | 0.46 | 0.27 | 0.53 | 0.25 | 0.66 | 0.58 | 0.44 | 0.65 | 0.37 | 0.79 | 0.58 | 0.44 | 0.65 | 0.37 | 0.79 |
| 350/650 | 0.87 | 0.68 | 1.0 | 0.67 | 1.0 | 0.95 | 0.81 | 1.0 | 0.77 | 1.0 | 0.95 | 0.81 | 1.0 | 0.77 | 1.0 |
| 350/700 | 0.75 | 0.7 | 0.99 | 0.7 | 1.0 | 0.86 | 0.84 | 1.0 | 0.82 | 1.0 | 0.86 | 0.84 | 1.0 | 0.83 | 1.0 |
| 350/800 | 0.77 | 0.59 | 0.93 | 0.64 | 0.99 | 0.84 | 0.75 | 1.0 | 0.78 | 1.0 | 0.84 | 0.75 | 1.0 | 0.78 | 1.0 |
| 350/850 | 0.66 | 0.58 | 0.89 | 0.56 | 0.95 | 0.78 | 0.73 | 0.95 | 0.67 | 0.99 | 0.78 | 0.73 | 0.95 | 0.68 | 0.99 |
| 350/900 | 0.69 | 0.49 | 0.82 | 0.48 | 0.93 | 0.81 | 0.69 | 0.92 | 0.63 | 0.99 | 0.81 | 0.69 | 0.92 | 0.63 | 0.99 |
| 350/1000 | 0.64 | 0.4 | 0.64 | 0.45 | 0.89 | 0.74 | 0.56 | 0.73 | 0.53 | 0.94 | 0.74 | 0.57 | 0.73 | 0.53 | 0.94 |
| 350/1100 | 0.5 | 0.31 | 0.6 | 0.45 | 0.82 | 0.59 | 0.42 | 0.65 | 0.51 | 0.84 | 0.6 | 0.43 | 0.65 | 0.51 | 0.84 |
| 400/600 | 0.75 | 0.45 | 1.0 | 0.64 | 1.0 | 0.87 | 0.57 | 1.0 | 0.83 | 1.0 | 0.87 | 0.57 | 1.0 | 0.83 | 1.0 |
| 400/750 | 0.83 | 0.5 | 0.97 | 0.68 | 0.99 | 0.87 | 0.67 | 0.99 | 0.74 | 1.0 | 0.87 | 0.68 | 0.99 | 0.74 | 1.0 |
| 400/800 | 0.61 | 0.49 | 0.9 | 0.6 | 0.97 | 0.71 | 0.66 | 0.95 | 0.69 | 0.99 | 0.71 | 0.66 | 0.95 | 0.69 | 0.99 |
| 400/850 | 0.59 | 0.49 | 0.85 | 0.45 | 0.92 | 0.68 | 0.63 | 0.9 | 0.57 | 0.96 | 0.68 | 0.63 | 0.9 | 0.58 | 0.96 |
| 400/870 | 0.52 | 0.48 | 0.77 | 0.42 | 0.92 | 0.65 | 0.64 | 0.87 | 0.59 | 0.94 | 0.65 | 0.64 | 0.87 | 0.59 | 0.94 |
| 400/920 | 0.59 | 0.41 | 0.8 | 0.41 | 0.93 | 0.72 | 0.57 | 0.89 | 0.58 | 0.95 | 0.72 | 0.57 | 0.89 | 0.59 | 0.95 |
| 400/950 | 0.59 | 0.4 | 0.81 | 0.5 | 0.89 | 0.71 | 0.56 | 0.82 | 0.59 | 0.95 | 0.71 | 0.56 | 0.82 | 0.59 | 0.95 |
| 400/1000 | 0.54 | 0.33 | 0.65 | 0.46 | 0.77 | 0.62 | 0.48 | 0.72 | 0.5 | 0.9 | 0.62 | 0.48 | 0.72 | 0.5 | 0.9 |
| 400/1200 | 0.38 | 0.27 | 0.42 | 0.26 | 0.57 | 0.52 | 0.38 | 0.56 | 0.35 | 0.76 | 0.52 | 0.38 | 0.56 | 0.35 | 0.77 |
| 450/550 | 0.17 | 0.29 | 1.0 | 0.52 | 1.0 | 0.17 | 0.51 | 1.0 | 0.87 | 1.0 | 0.17 | 0.51 | 1.0 | 0.87 | 1.0 |
| 450/600 | 0.17 | 0.27 | 1.0 | 0.49 | 1.0 | 0.17 | 0.39 | 1.0 | 0.55 | 1.0 | 0.17 | 0.4 | 1.0 | 0.55 | 1.0 |
| 450/650 | 0.6 | 0.25 | 1.0 | 0.42 | 1.0 | 0.71 | 0.36 | 1.0 | 0.49 | 1.0 | 0.71 | 0.36 | 1.0 | 0.5 | 1.0 |
| 450/820 | 0.17 | 0.38 | 0.8 | 0.42 | 0.89 | 0.17 | 0.51 | 0.89 | 0.5 | 0.96 | 0.17 | 0.52 | 0.89 | 0.5 | 0.96 |
| 450/850 | 0.17 | 0.37 | 0.84 | 0.42 | 0.9 | 0.17 | 0.5 | 0.85 | 0.49 | 0.93 | 0.17 | 0.5 | 0.85 | 0.49 | 0.93 |
| 450/950 | 0.17 | 0.33 | 0.72 | 0.31 | 0.87 | 0.17 | 0.45 | 0.72 | 0.42 | 0.95 | 0.17 | 0.46 | 0.72 | 0.42 | 0.95 |
| 500/520 | 0.79 | 0.69 | 1.0 | 0.94 | 1.0 | 0.84 | 0.77 | 1.0 | 0.95 | 1.0 | 0.84 | 0.77 | 1.0 | 0.95 | 1.0 |
| 500/600 | 0.17 | 0.3 | 0.99 | 0.5 | 1.0 | 0.17 | 0.38 | 0.99 | 0.89 | 1.0 | 0.17 | 0.39 | 0.99 | 0.89 | 1.0 |
| 500/650 | 0.17 | 0.17 | 0.79 | 0.61 | 0.92 | 0.17 | 0.26 | 0.89 | 0.64 | 0.98 | 0.17 | 0.26 | 0.9 | 0.64 | 0.98 |
| 500/700 | 0.17 | 0.22 | 0.84 | 0.22 | 0.93 | 0.17 | 0.3 | 0.85 | 0.32 | 0.94 | 0.17 | 0.3 | 0.85 | 0.32 | 0.94 |
| 500/750 | 0.17 | 0.23 | 0.86 | 0.35 | 0.6 | 0.17 | 0.3 | 0.87 | 0.41 | 0.67 | 0.17 | 0.3 | 0.87 | 0.41 | 0.67 |
| 500/800 | 0.17 | 0.24 | 0.74 | 0.26 | 0.82 | 0.17 | 0.35 | 0.84 | 0.42 | 0.93 | 0.17 | 0.35 | 0.84 | 0.42 | 0.93 |
| 500/850 | 0.48 | 0.28 | 0.68 | 0.29 | 0.79 | 0.52 | 0.38 | 0.75 | 0.36 | 0.9 | 0.52 | 0.38 | 0.75 | 0.36 | 0.9 |
| 500/950 | 0.39 | 0.25 | 0.57 | 0.25 | 0.72 | 0.44 | 0.35 | 0.66 | 0.33 | 0.79 | 0.44 | 0.36 | 0.66 | 0.33 | 0.79 |
| 550/700 | 0.41 | 0.14 | 0.64 | 0.33 | 0.72 | 0.46 | 0.23 | 0.71 | 0.37 | 0.87 | 0.46 | 0.23 | 0.71 | 0.37 | 0.87 |
| 550/750 | 0.41 | 0.11 | 0.54 | 0.3 | 0.69 | 0.47 | 0.18 | 0.61 | 0.33 | 0.75 | 0.48 | 0.18 | 0.61 | 0.33 | 0.75 |
| 550/800 | 0.5 | 0.17 | 0.72 | 0.19 | 0.81 | 0.53 | 0.24 | 0.78 | 0.29 | 0.89 | 0.53 | 0.24 | 0.78 | 0.29 | 0.89 |
| 550/850 | 0.43 | 0.17 | 0.92 | 0.22 | 0.94 | 0.47 | 0.25 | 0.92 | 0.26 | 0.95 | 0.47 | 0.25 | 0.92 | 0.26 | 0.95 |
| 550/900 | 0.31 | 0.2 | 0.56 | 0.18 | 0.65 | 0.34 | 0.28 | 0.59 | 0.24 | 0.76 | 0.34 | 0.28 | 0.59 | 0.24 | 0.76 |
| 600/650 | 0.56 | 0.2 | 0.89 | 0.32 | 0.94 | 0.6 | 0.28 | 0.89 | 0.36 | 0.93 | 0.6 | 0.28 | 0.89 | 0.36 | 0.93 |
| 600/750 | 0.37 | 0.09 | 0.48 | 0.15 | 0.6 | 0.4 | 0.16 | 0.56 | 0.22 | 0.72 | 0.4 | 0.16 | 0.56 | 0.22 | 0.72 |
| 600/850 | 0.29 | 0.11 | 0.5 | 0.24 | 0.56 | 0.35 | 0.17 | 0.55 | 0.27 | 0.7 | 0.35 | 0.17 | 0.55 | 0.27 | 0.7 |
| 600/1000 | 0.31 | 0.17 | 0.31 | 0.19 | 0.48 | 0.35 | 0.22 | 0.38 | 0.23 | 0.53 | 0.35 | 0.22 | 0.38 | 0.23 | 0.53 |
| 600/1200 | 0.2 | 0.12 | 0.32 | 0.13 | 0.41 | 0.25 | 0.18 | 0.32 | 0.18 | 0.45 | 0.25 | 0.18 | 0.32 | 0.18 | 0.45 |
| 625/750 | 0.35 | 0.06 | 0.55 | 0.14 | 0.62 | 0.39 | 0.14 | 0.6 | 0.18 | 0.7 | 0.39 | 0.14 | 0.6 | 0.18 | 0.7 |
| 650/800 | 0.29 | 0.07 | 0.36 | 0.16 | 0.46 | 0.34 | 0.12 | 0.42 | 0.19 | 0.61 | 0.34 | 0.12 | 0.42 | 0.19 | 0.61 |
| 650/850 | 0.28 | 0.06 | 0.5 | 0.38 | 0.56 | 0.31 | 0.11 | 0.51 | 0.4 | 0.66 | 0.31 | 0.11 | 0.51 | 0.4 | 0.66 |
| 700/705 | 0.24 | 0.51 | 0.61 | 0.5 | 0.74 | 0.32 | 0.56 | 0.7 | 0.53 | 0.85 | 0.32 | 0.56 | 0.7 | 0.53 | 0.85 |
| 700/720 | 0.31 | 0.27 | 0.57 | 0.62 | 0.67 | 0.47 | 0.41 | 0.57 | 0.68 | 0.77 | 0.47 | 0.41 | 0.57 | 0.68 | 0.77 |
| 800/805 | 0.1 | 0.19 | 0.22 | 0.24 | 0.32 | 0.14 | 0.3 | 0.33 | 0.48 | 0.57 | 0.14 | 0.3 | 0.33 | 0.48 | 0.57 |
| 800/850 | 0.08 | 0.11 | 0.34 | 0.18 | 0.37 | 0.13 | 0.13 | 0.35 | 0.2 | 0.47 | 0.13 | 0.13 | 0.35 | 0.2 | 0.47 |
| 800/1200 | 0.09 | 0.04 | 0.1 | 0.05 | 0.14 | 0.12 | 0.06 | 0.13 | 0.07 | 0.19 | 0.12 | 0.06 | 0.13 | 0.07 | 0.19 |

Table 4: Shown is a subset of the rounded expected CLs for squark pair production (qq), combined with neutralino squark production (qq_nq) and also all together with neutralino pair production (qq_nq_nn) obtained with ATLAS-CONF (AC), ATLASEXOT (AE), CMS-SUS (CS), CMS-EXO (CE) and the combined approach (comb.). The masses are given in GeV .

| $m_{\tilde{\chi}_{1}^{0}} / m_{\tilde{\mathrm{q}}}$ | $\begin{aligned} & \mathrm{qq} \\ & \mathrm{AC} \end{aligned}$ | AE | CS | CE | com. | $\begin{aligned} & \mathrm{qq} \\ & \mathrm{AC} \end{aligned}$ | AE | CS | CE | com. |  | $\begin{aligned} & \text { nn } \\ & \text { AE } \end{aligned}$ | CS | CE | com. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 200/900 | 0.96 | 0.63 | 1.0 | 0.61 | 1.0 | 0.99 | 0.83 | 1.0 | 0.76 | 1.0 | 0.99 | 0.83 | 1.0 | 0.76 | 1.0 |
| 200/950 | 0.94 | 0.64 | 0.97 | 0.57 | 1.0 | 0.98 | 0.8 | 1.0 | 0.69 | 1.0 | 0.98 | 0.8 | 0.99 | 0.69 | 1.0 |
| 200/970 | 0.92 | 0.64 | 0.96 | 0.65 | 0.99 | 0.98 | 0.8 | 0.99 | 0.91 | 1.0 | 0.98 | 0.81 | 0.99 | 0.91 | 1.0 |
| 200/1000 | 0.91 | 0.68 | 0.94 | 0.69 | 0.99 | 0.96 | 0.83 | 0.98 | 0.76 | 1.0 | 0.96 | 0.84 | 0.99 | 0.76 | 1.0 |
| 200/1050 | 0.85 | 0.63 | 0.89 | 0.7 | 0.97 | 0.92 | 0.8 | 0.97 | 0.81 | 1.0 | 0.92 | 0.81 | 0.97 | 0.81 | 1.0 |
| 200/1200 | 0.74 | 0.42 | 0.7 | 0.48 | 0.88 | 0.81 | 0.59 | 0.88 | 0.69 | 0.97 | 0.81 | 0.6 | 0.88 | 0.69 | 0.97 |
| 200/1300 | 0.69 | 0.43 | 1.0 | 0.38 | 0.82 | 0.8 | 0.6 | 1.0 | 0.7 | 0.95 | 0.8 | 0.61 | 1.0 | 0.7 | 0.95 |
| 250/750 | 0.94 | 0.54 | 1.0 | 0.84 | 1.0 | 0.98 | 0.81 | 1.0 | 0.94 | 1.0 | 0.98 | 0.81 | 1.0 | 0.94 | 1.0 |
| 250/850 | 0.97 | 0.54 | 0.99 | 0.74 | 1.0 | 0.99 | 0.72 | 1.0 | 0.86 | 1.0 | 0.99 | 0.72 | 1.0 | 0.86 | 1.0 |
| 250/940 | 0.93 | 0.55 | 0.99 | 0.59 | 1.0 | 0.97 | 0.76 | 0.99 | 0.77 | 1.0 | 0.97 | 0.76 | 0.99 | 0.77 | 1.0 |
| 250/950 | 0.91 | 0.59 | 0.96 | 0.65 | 0.99 | 0.96 | 0.75 | 0.99 | 0.73 | 1.0 | 0.96 | 0.75 | 0.99 | 0.73 | 1.0 |
| 250/1000 | 0.9 | 0.57 | 0.94 | 0.67 | 0.99 | 0.95 | 0.77 | 1.0 | 0.79 | 1.0 | 0.95 | 0.77 | 1.0 | 0.8 | 1.0 |
| 250/1050 | 0.85 | 0.63 | 0.89 | 0.7 | 0.99 | 0.91 | 0.79 | 0.96 | 0.8 | 1.0 | 0.91 | 0.79 | 0.96 | 0.8 | 1.0 |
| 250/1080 | 0.79 | 0.58 | 0.85 | 0.61 | 0.96 | 0.87 | 0.74 | 0.95 | 0.74 | 0.99 | 0.87 | 0.74 | 0.95 | 0.74 | 0.99 |
| 250/1100 | 0.76 | 0.54 | 0.83 | 0.62 | 0.95 | 0.85 | 0.7 | 0.94 | 0.72 | 0.98 | 0.85 | 0.7 | 0.94 | 0.72 | 0.98 |
| 300/750 | 0.88 | 0.48 | 1.0 | 0.83 | 1.0 | 0.94 | 0.71 | 1.0 | 0.9 | 1.0 | 0.94 | 0.72 | 1.0 | 0.9 | 1.0 |
| 300/850 | 0.91 | 0.44 | 0.99 | 0.7 | 1.0 | 0.95 | 0.64 | 1.0 | 0.82 | 1.0 | 0.96 | 0.64 | 1.0 | 0.82 | 1.0 |
| 300/900 | 0.93 | 0.51 | 0.98 | 0.57 | 1.0 | 0.97 | 0.67 | 1.0 | 0.71 | 1.0 | 0.97 | 0.67 | 1.0 | 0.72 | 1.0 |
| 300/1000 | 0.85 | 0.52 | 0.92 | 0.66 | 0.98 | 0.91 | 0.69 | 0.97 | 0.74 | 0.99 | 0.91 | 0.69 | 0.98 | 0.74 | 1.0 |
| 300/1200 | 0.64 | 0.38 | 0.69 | 0.5 | 0.72 | 0.72 | 0.54 | 0.86 | 0.61 | 0.95 | 0.72 | 0.54 | 0.86 | 0.61 | 0.95 |
| 350/650 | 0.88 | 0.32 | 1.0 | 0.86 | 1.0 | 0.95 | 0.55 | 1.0 | 0.92 | 1.0 | 0.95 | 0.55 | 1.0 | 0.92 | 1.0 |
| 350/700 | 0.76 | 0.45 | 0.99 | 0.83 | 1.0 | 0.87 | 0.62 | 1.0 | 0.89 | 1.0 | 0.87 | 0.62 | 1.0 | 0.89 | 1.0 |
| 350/800 | 0.82 | 0.38 | 0.98 | 0.75 | 1.0 | 0.93 | 0.59 | 1.0 | 0.85 | 1.0 | 0.93 | 0.59 | 1.0 | 0.85 | 1.0 |
| 350/850 | 0.84 | 0.33 | 0.98 | 0.64 | 1.0 | 0.91 | 0.53 | 0.99 | 0.74 | 1.0 | 0.91 | 0.53 | 0.99 | 0.74 | 1.0 |
| 350/900 | 0.86 | 0.42 | 0.96 | 0.55 | 0.98 | 0.92 | 0.57 | 0.99 | 0.68 | 1.0 | 0.92 | 0.58 | 0.99 | 0.68 | 1.0 |
| 350/1000 | 0.83 | 0.45 | 0.91 | 0.55 | 0.98 | 0.88 | 0.59 | 0.96 | 0.64 | 0.99 | 0.88 | 0.6 | 0.96 | 0.64 | 0.99 |
| 350/1100 | 0.72 | 0.45 | 0.81 | 0.59 | 0.92 | 0.79 | 0.57 | 0.9 | 0.64 | 0.97 | 0.8 | 0.58 | 0.9 | 0.64 | 0.97 |
| 400/600 | 0.73 | 0.32 | 1.0 | 0.88 | 1.0 | 0.92 | 0.52 | 1.0 | 0.91 | 1.0 | 0.92 | 0.52 | 1.0 | 0.91 | 1.0 |
| 400/750 | 0.84 | 0.24 | 0.97 | 0.62 | 0.99 | 0.88 | 0.4 | 0.99 | 0.72 | 1.0 | 0.88 | 0.4 | 0.99 | 0.72 | 1.0 |
| 400/800 | 0.64 | 0.31 | 0.94 | 0.67 | 0.99 | 0.77 | 0.48 | 0.98 | 0.74 | 0.99 | 0.77 | 0.49 | 0.98 | 0.74 | 0.99 |
| 400/850 | 0.76 | 0.3 | 0.95 | 0.52 | 0.98 | 0.85 | 0.48 | 0.98 | 0.63 | 1.0 | 0.85 | 0.49 | 0.98 | 0.63 | 1.0 |
| 400/870 | 0.74 | 0.28 | 0.95 | 0.58 | 0.98 | 0.83 | 0.44 | 0.98 | 0.72 | 1.0 | 0.83 | 0.45 | 0.98 | 0.72 | 1.0 |
| 400/920 | 0.78 | 0.3 | 0.94 | 0.53 | 0.98 | 0.85 | 0.44 | 0.97 | 0.62 | 0.99 | 0.85 | 0.44 | 0.97 | 0.63 | 0.99 |
| 400/950 | 0.79 | 0.35 | 0.92 | 0.45 | 0.98 | 0.87 | 0.54 | 0.97 | 0.58 | 0.99 | 0.87 | 0.54 | 0.97 | 0.59 | 0.99 |
| 400/1000 | 0.76 | 0.33 | 0.87 | 0.86 | 0.97 | 0.81 | 0.48 | 0.94 | 0.89 | 0.99 | 0.81 | 0.49 | 0.94 | 0.89 | 0.99 |
| 400/1200 | 0.56 | 0.36 | 0.69 | 0.41 | 0.81 | 0.67 | 0.49 | 0.83 | 0.52 | 0.93 | 0.67 | 0.49 | 0.83 | 0.52 | 0.93 |
| 450/550 | 0.38 | 0.38 | 1.0 | 0.54 | 1.0 | 0.38 | 0.6 | 1.0 | 0.78 | 1.0 | 0.38 | 0.6 | 1.0 | 0.78 | 1.0 |
| 450/600 | 0.38 | 0.23 | 1.0 | 0.56 | 1.0 | 0.38 | 0.35 | 1.0 | 0.61 | 1.0 | 0.38 | 0.36 | 1.0 | 0.61 | 1.0 |
| 450/650 | 0.59 | 0.22 | 1.0 | 0.48 | 1.0 | 0.7 | 0.37 | 1.0 | 0.56 | 1.0 | 0.7 | 0.37 | 1.0 | 0.57 | 1.0 |
| 450/820 | 0.38 | 0.18 | 0.86 | 0.48 | 0.93 | 0.38 | 0.38 | 0.93 | 0.56 | 0.99 | 0.38 | 0.38 | 0.93 | 0.56 | 1.0 |
| 450/850 | 0.38 | 0.36 | 0.9 | 0.52 | 0.96 | 0.38 | 0.47 | 0.95 | 0.57 | 0.98 | 0.38 | 0.47 | 0.95 | 0.57 | 0.98 |
| 450/950 | 0.38 | 0.26 | 0.9 | 0.46 | 0.95 | 0.38 | 0.39 | 0.94 | 0.57 | 0.99 | 0.38 | 0.39 | 0.94 | 0.57 | 0.99 |
| 500/520 | 0.83 | 0.44 | 1.0 | 0.92 | 1.0 | 0.87 | 0.59 | 1.0 | 0.94 | 1.0 | 0.87 | 0.59 | 1.0 | 0.94 | 1.0 |
| 500/600 | 0.38 | 0.18 | 1.0 | 0.49 | 1.0 | 0.38 | 0.33 | 1.0 | 0.64 | 1.0 | 0.38 | 0.34 | 1.0 | 0.64 | 1.0 |
| 500/650 | 0.38 | 0.31 | 0.82 | 0.43 | 0.96 | 0.38 | 0.43 | 0.91 | 0.5 | 0.97 | 0.38 | 0.43 | 0.91 | 0.5 | 0.97 |
| 500/700 | 0.38 | 0.14 | 0.88 | 0.41 | 0.94 | 0.38 | 0.34 | 0.89 | 0.47 | 0.95 | 0.38 | 0.35 | 0.89 | 0.47 | 0.95 |
| 500/750 | 0.38 | 0.18 | 0.8 | 0.51 | 0.88 | 0.38 | 0.33 | 0.87 | 0.56 | 0.9 | 0.38 | 0.33 | 0.87 | 0.56 | 0.9 |
| 500/800 | 0.38 | 0.19 | 0.74 | 0.58 | 0.74 | 0.38 | 0.34 | 0.85 | 0.63 | 0.93 | 0.38 | 0.34 | 0.85 | 0.63 | 0.94 |
| 500/850 | 0.5 | 0.15 | 0.8 | 0.48 | 0.93 | 0.58 | 0.3 | 0.88 | 0.54 | 0.92 | 0.58 | 0.3 | 0.88 | 0.54 | 0.92 |
| 500/950 | 0.58 | 0.22 | 0.84 | 0.4 | 0.93 | 0.66 | 0.32 | 0.9 | 0.48 | 0.96 | 0.66 | 0.32 | 0.9 | 0.48 | 0.96 |
| 550/700 | 0.4 | 0.17 | 0.69 | 0.34 | 0.77 | 0.44 | 0.27 | 0.81 | 0.41 | 0.87 | 0.44 | 0.28 | 0.81 | 0.41 | 0.87 |
| 550/750 | 0.39 | 0.17 | 0.69 | 0.43 | 0.79 | 0.47 | 0.3 | 0.79 | 0.46 | 0.89 | 0.47 | 0.3 | 0.79 | 0.46 | 0.89 |
| 550/800 | 0.54 | 0.12 | 0.79 | 0.36 | 0.87 | 0.62 | 0.38 | 0.82 | 0.42 | 0.93 | 0.62 | 0.39 | 0.82 | 0.42 | 0.93 |
| 550/850 | 0.47 | 0.13 | 0.85 | 0.39 | 0.88 | 0.52 | 0.24 | 0.85 | 0.45 | 0.85 | 0.52 | 0.24 | 0.85 | 0.45 | 0.85 |
| 550/900 | 0.4 | 0.12 | 0.73 | 0.32 | 0.83 | 0.49 | 0.21 | 0.82 | 0.39 | 0.84 | 0.49 | 0.21 | 0.82 | 0.39 | 0.84 |
| 600/650 | 0.54 | 0.34 | 0.97 | 0.37 | 0.98 | 0.58 | 0.42 | 0.98 | 0.42 | 0.98 | 0.58 | 0.42 | 0.98 | 0.42 | 0.98 |
| 600/750 | 0.35 | 0.16 | 0.64 | 0.31 | 0.63 | 0.38 | 0.29 | 0.76 | 0.38 | 0.83 | 0.38 | 0.3 | 0.76 | 0.38 | 0.83 |
| 600/850 | 0.32 | 0.21 | 0.62 | 0.45 | 0.68 | 0.41 | 0.29 | 0.73 | 0.48 | 0.84 | 0.41 | 0.29 | 0.73 | 0.48 | 0.84 |
| 600/1000 | 0.4 | 0.12 | 0.68 | 0.27 | 0.73 | 0.46 | 0.18 | 0.76 | 0.33 | 0.78 | 0.46 | 0.19 | 0.76 | 0.33 | 0.78 |
| 600/1200 | 0.44 | 0.21 | 0.61 | 0.26 | 0.72 | 0.49 | 0.28 | 0.71 | 0.33 | 0.8 | 0.49 | 0.28 | 0.72 | 0.33 | 0.8 |
| 625/750 | 0.33 | 0.17 | 0.62 | 0.22 | 0.75 | 0.37 | 0.28 | 0.73 | 0.27 | 0.79 | 0.37 | 0.29 | 0.73 | 0.27 | 0.79 |
| 650/800 | 0.27 | 0.1 | 0.57 | 0.22 | 0.63 | 0.32 | 0.2 | 0.67 | 0.26 | 0.73 | 0.32 | 0.2 | 0.67 | 0.26 | 0.73 |
| 650/850 | 0.28 | 0.1 | 0.75 | 0.37 | 0.84 | 0.33 | 0.17 | 0.75 | 0.4 | 0.84 | 0.33 | 0.17 | 0.75 | 0.4 | 0.84 |
| 700/705 | 0.48 | 0.37 | 0.84 | 0.42 | 0.89 | 0.5 | 0.52 | 0.88 | 0.45 | 0.91 | 0.5 | 0.52 | 0.88 | 0.45 | 0.91 |
| 700/720 | 0.39 | 0.26 | 0.72 | 0.64 | 0.77 | 0.55 | 0.4 | 0.82 | 0.7 | 0.88 | 0.55 | 0.4 | 0.82 | 0.7 | 0.88 |
| 800/805 | 0.22 | 0.27 | 0.62 | 0.23 | 0.58 | 0.28 | 0.48 | 0.68 | 0.35 | 0.8 | 0.28 | 0.48 | 0.68 | 0.35 | 0.8 |
| 800/850 | 0.25 | 0.19 | 0.58 | 0.33 | 0.61 | 0.27 | 0.26 | 0.64 | 0.34 | 0.68 | 0.27 | 0.26 | 0.64 | 0.34 | 0.68 |
| 800/1200 | 0.23 | 0.08 | 0.42 | 0.13 | 0.48 | 0.27 | 0.13 | 0.5 | 0.16 | 0.56 | 0.27 | 0.13 | 0.5 | 0.16 | 0.56 |

Table 5: Shown is a subset of the rounded observed CLs for squark pair production (qq), combined with neutralino squark production (qq_nq) and also all together with neutralino pair production (qq_nq_nn) obtained with ATLAS-CONF (AC), ATLASEXOT (AE), CMS-SUS (CS), CMS-EXO (CE) and the combined approach (comb.). The masses are given in GeV .

## Acronyms

BSM beyond standard model. 1, 7, 14, 30, 31, 40, 45, 47

CL confidence level. $16,27,31,32,34,37,42,47,59,60,64,65$

DJR differential jet rate. 24,26

LHC large hadron collider. 1, 29, 30, 47
LHE Les Houches event. 51

LO leading order. $14,16,19,27,29,47$
LSP lightest stable particle. $11,13,15,42$

MSSM minimal supersymmetric standard model. $9,14,47$

NLO next to leading order. 27, 28
NNLO next to next to leading order. 27

PAD public analysis database. 29, 31, 32
PDF parton distribution function. $15,16,27,28,50,51,54$
pdf probability density function. $35,36,58,62$
PDG Particle Data Group. 51, 52

QCD quantum chromo dynamics. 27

SM standard model. 1, 3, 7, 9, 12, 30, 33, 35, 40, 41
SR signal region. 1, 2, 14, 16, 27, 31, 37, 42, 44, 47
SUSY supersymmetry. 1, 3, 7, 10, 14, 24, 27

VEV vacuum expectation value. 12

WIMP weakly interacting massive particle. 9
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[^0]:    ${ }^{1}$ The generalised PathFinder can be found at https://github.com/J-Yellen/PathFinder.

[^1]:    ${ }^{2}$ Of course electrically charged particles radiate as well, see for example bremsstrahlung, but here we will restrict our discussion on coloured radiation.

[^2]:    ${ }^{3} \mathrm{~A}$ full derivation of the Altarelli-Parisi splitting functions can be found in 44 .

