
Johanna Jakob

Signal calibration for XENON1T
with the new data reconstruction

framework straxen

Münster, March 2021





Master thesis

Signal calibration for XENON1T with the new
data reconstruction framework straxen

Johanna Jakob

First referee: Prof. Dr. Christian Weinheimer
Second referee: Prof. Dr. Alexander Kappes

Institut für Kernphysik
Westfälische Wilhelms-Universität Münster

March 31, 2021





v

Contents

1 Introduction 1

2 Dark matter 3
2.1 Evidence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Detection channels for dark matter . . . . . . . . . . . . . . . . . . 6

3 XENON experiments 9
3.1 Time projection chamber . . . . . . . . . . . . . . . . . . . . . . . . 9
3.2 XENON1T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.3 XENONnT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.4 Signal corrections . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.5 Calibration sources . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

4 Signal corrections with 83mKr 27
4.1 Data selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 S1 correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3 S2 correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5 Signal corrections with 37Ar 47
5.1 Data selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.2 S1 correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.3 Simulation of threshold effects . . . . . . . . . . . . . . . . . . . . . 58
5.4 S2 correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

6 Noble element simulation technique model 63
6.1 NEST and NESTpy . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.2 Skew-Gaussian recombination model . . . . . . . . . . . . . . . . . 65
6.3 Application to 37Ar data . . . . . . . . . . . . . . . . . . . . . . . . 67
6.4 Application to 83mKr S1 data . . . . . . . . . . . . . . . . . . . . . 72
6.5 Comparison with NEST simulations . . . . . . . . . . . . . . . . . . 73



vi Contents

7 Field inhomogeneities in the TPC 77
7.1 S1b/S1a ratio of 83mKr . . . . . . . . . . . . . . . . . . . . . . . . . 77
7.2 Data preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
7.3 Field assignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

8 Commissioning data of the XENONnT experiment 87

9 Conclusion and outlook 93

A Additional plots 97

B Bibliography 101



1

1 Introduction

Consistent astrophysical observations during the last century led to the finding
that our Universe includes an unknown, invisible type of matter. Dark matter
constitutes about 26 % of its mass-energy content. Dark energy, responsible for
the accelerated expansion of the Universe, makes up further 69 %, leaving only 5 %
for ordinary, baryonic matter. Numerous new particles were postulated as candi-
dates for dark matter. A promising candidate is the weakly interacting massive
particle (WIMP). Despite its predominant abundance, its missing electromagnetic
interaction and the small cross-section on the scale of the weak interaction make
it extremely hard to detect. Several collaborations with low-background detectors
are in search for the WIMP. However, until today, no direct observation of dark
matter was made.
The XENON Dark Matter Project is one of the leading collaborations searching

for signatures of WIMPs. With the XENON1T experiment, the collaboration set
a world-leading exclusion limit on the WIMP-nucleon interaction cross-section.
XENON1T was located at Laboratori Nazionali del Gran Sasso (LNGS) in Italy.
As its successor XENONnT, currently under commissioning at LNGS, it employed
a dual phase time projection chamber (TPC) with a liquid xenon target. Energy
depositions in the TPC create both scintillation light and ionisation electrons.
The latter generate a proportional secondary light signal. Both are detected with
sensitive photomultiplier tubes (PMTs). The data are digitised and processed by
the XENONnT-specific framework streaming analysis for XENON (straxen).
The low-background dark matter search requires a well-understood detector.

Calibration campaigns and signal corrections are important in order to match this
requirement. Homogeneously mixed calibration sources in the xenon target are
used to perform an energy reconstruction and derive systematic corrections on
both size and position of signals caused by energy depositions in the detector. In
preparation of the science data taking of XENONnT, this thesis will utilise straxen
mainly on XENON1T data in order to calculate and implement corrections on the
reconstructed sizes of the calibration sources’ signals. These analyses can then
serve as a basis for XENONnT signal corrections.
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After this introduction, the second chapter explains the concept of dark matter
as well as the evidence that led to its postulation. In the third chapter, the ex-
periments XENON1T and XENONnT are presented. The two calibration sources
83mKr and 37Ar used for this thesis are introduced together with their signal cor-
rections. XENON1T 83mKr calibration data are used in the fourth chapter for a
correction of the light signal size. Also, the electron lifetime in the TPC is deter-
mined and used for a correction of the charge signal. In the fifth chapter, both
charge and light signal analysis are repeated for 37Ar. The low-energetic signal
of this source has a deformation effect on the light signal, which is investigated
with a simulation of the shape of the energy distribution. In the sixth chapter,
the noble element simulation technique (NEST) software is introduced. Its model
for signal generation is examined and applied to both calibration sources. A com-
parison of the simulation with the observed peaks in XENON1T data indicates a
discrepancy occurring at the level of simulated electron recombination. Possible
inhomogeneities in the drift field of the TPC that could explain this discrepancy
are investigated in the seventh chapter. A method combining a data driven ap-
proach with NEST is developed, allowing a statement on the spatial behaviour of
the field strength and a limited estimation of the absolute values. The last chapter
contains a preliminary analysis of data taken by the next generation experiment
XENONnT. At the moment, it is under commissioning, but is expected to start
science data taking in the course of the year 2021. With data from the 83mKr com-
missioning calibration campaign, the correction of the light signals is successfully
transferred to XENONnT, where it will be used as part of the data processing.
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2 Dark matter

Visible, baryonic matter on cosmological scales has been observed to behave in
a way that is not explained by the standard model of physics. The existence of
a yet unknown type of matter not interacting with light offers an explanation of
these effects. From the long list of evidences, a few are collected in this chapter.
Further, possibilities for the detection via interactions with ordinary matter are
discussed.

2.1 Evidence

The first indications for dark matter in chronological order were observed in the
context of movements of astrophysical objects under the influence of gravity. Al-
ready in 1906, the term dark matter was used by Poincaré [1] for the description of
objects in our galaxy not emitting or reflecting light. In 1922 by Kapteyn [2] and
in 1932 by Oort [3], it was described that the mass of the visible matter does not
suffice to explain the motion of objects in the milky way. It was Zwicky [4] in 1933
who performed an estimation of the mass and the velocity dispersion of galaxies
in the Coma Cluster, based on the luminosity and the redshift of the galaxies.
The comparison to the observed velocity dispersion showed a deviation that he
explained with the existence of dark matter in a greater amount than visible mat-
ter. In the 1970s, direct measurements of rotation curves [5, 6] of several galaxies
further supported the existence of a large amount of dark matter. The rotation
velocity v at high radii r was observed to be at a constantly high value, instead
of declining as predicted by Kepler’s third law, following v ∝ 1√

r
. The measured

rotation velocity and its expected value without a dark matter contribution are
shown in fig. 2.1 through the example of the spiral galaxy NGC 3198. The postu-
lation of a dark matter halo with a dominant mass fraction pervading the galaxy
and its surrounding can explain the missing decrease of the rotation velocity in
the outer region of a galaxy.
Since these measurements were obtained, stronger evidence for the presence of an

unknown type of non-luminous matter has been explored. One example is derived
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Figure 2.1: Rotation velocity curve using the example of the spiral galaxy NGC
3198 [7]. The measured rotation velocity for different radii (black points) is
compared to the expected rotation curve without dark matter ("disk") and to
the contribution of a dark matter halo. The rotation velocity expected from the
visible disk of the galaxy is in disagreement to the measured curve.

from the cosmic microwave background (CMB), first reported in [8]. The CMB
dates back to the recombination epoch, when the Universe was about 400 000 years
old. The slight anisotropy of photons emitted at this time is connected to matter
formation in the early Universe and is successfully described by the ΛCDM (Λ cold
dark matter) model, which makes a statement about the fraction of baryonic and
dark matter. Detailed measurements were conducted byWMAP [9] and the Planck
collaboration [10]. Both used satellites for measurements of the anisotropies of the
CMB. More information about the ΛCDM model and the CMB can be found in
[10].
Another effect connected to dark matter was postulated by Einstein [11] and

Zwicky [12]. Light is deflected by strong gravitational fields, therefore the pres-
ence of a massive object in the path between a light source and an observer leads
to a deformation of the light source’s image by gravitational lensing. This effect
is stronger for more massive objects and can be used to reconstruct the gravita-
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Figure 2.2: Pink: X-ray measurement of gas from two colliding clusters (Chandra
telescope). Blue: Matter distribution calculated by gravitational lensing effects.
In the background: Image from the visible light of the colliding clusters (Hub-
ble telescope and Magellan telescope) [15]. The deviation of the pink and the
blue distribution can be explained by two dark matter halos passing each other
unaffected, while the luminous gas was decelerated by the collision.

tional potential responsible for the distortion. Measurements show that the mass
reconstructed with the gravitational lensing is larger than the luminous matter
found in the path (detailed information in e.g. [13]). A well-known example for
gravitational lensing is the Bullet Cluster (1E 0657–558) [14]. Here, the collision
of two galaxy clusters is observed. The centres of the matter distributions of the
colliding clusters are investigated using the gravitational lensing effects and the
emitted electromagnetic radiation. Both approaches lead to different results, sug-
gesting that the collision strongly influenced parts of the luminous matter, while
the dark matter halos of the galaxy clusters were able to pass each other mostly
unaffected. A montage of the Bullet Cluster with the different measurements is
shown in fig. 2.2.
The strong evidence for dark matter has made the idea of an unknown form of

electromagnetically non-interacting matter become widely accepted, even though
a direct detection of dark matter on earth is still missing. The observations are
consistent with the concept of non-relativistic, weakly interacting massive parti-
cles (WIMPs) [16]. Other possible dark matter candidates (e.g. axion-like particles
[17] or sterile neutrinos [18]) are not discussed in this thesis. The WIMP [19] is
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described as stable, neutral and with a mass in the range from GeV/c2 to TeV/c2.
Further, it has a low self-interaction and interacts with ordinary matter via gravita-
tion and weak interactions. WIMPs are postulated to be generated by a freeze-out
during the expansion of the early Universe, as the temperature of the plasma fell
below the WIMP mass.

2.2 Detection channels for dark matter

Three different detection channels are possible for WIMP detection experiments
[20]. One of them is the production in particle colliders and the detection in a
disappearance experiment. A second one is the indirect detection. Here, signals
from dark matter annihilations are searched, which are causing pairs of ordinary
particles. The remaining channel, which will be in the focus of this thesis, is the
direct detection: a WIMP scattering on a target creates a small recoil in the order
of keV [21]. In order to detect these interactions, the signature of such recoils must
be known in detail for the individual experiments. Following [21], the differential
recoil spectrum can be written as

dR
dE (E, t) = ρ0

mχmA

∫
v · f(~v, t) · dσdE (E, v)d3v, (2.1)

where E is the recoil energy, ρ0 is the local dark matter density, mχ and mA are
the WIMP mass and the nucleus mass, respectively, v is the dark matter velocity
in the detector’s rest frame, f(~v, t) is the WIMP velocity distribution and σ is the
WIMP cross-section. This cross-section is further discussed in [16] and [20]. It
depends on the WIMP velocity v and the recoil energy E and is given by

dσ
dE = mA

v2µ2

(
σSIF

2
SI(E) + σSDF

2
SD(E)

)
, (2.2)

where µ is the WIMP-nucleus reduced mass and σSI and σSD are two different
contributions from spin-independent (SI) and spin-dependent (SD) interactions.
FSI(E) and FSD(E) are the corresponding form factors, which are relevant for
large target atoms with a high mass. For large momentum transfers, they account
for the effect that the WIMP’s particle wavelength can no longer be considered
large in comparison to the nucleus’ radius, suppressing the cross-section at large
recoil energies. Under the assumption that the coupling strength of WIMPs to
protons and neutrons is equal, the SI cross-section depends on A2, where A is the
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number of nucleons. For small momentum transfers, the scattering is a coherent
process, resulting in the addition of the scattering contributions from each nu-
cleon. In contrast, the cross-section of the SD interactions does not depend on
the number of nucleons. Instead, it depends on the total nuclear spin and its spin
structure, thus only atoms with an odd number of protons or neutrons contribute.
Due to the A2 dependence, heavier detector targets are in general more sensitive
to SI interactions, even if the high recoil energies are suppressed by the form fac-
tor. Therefore, a low energy threshold is especially important for heavy detection
targets [20].
In direct detection experiments, the recoil energy can be deposited in three

different channels [16]. Since so far none of the experiments could measure all
three of them simultaneously, each experiment is confined to one or two of those
channels. The first channel is the relaxation of the recoil into atomic motion,1

referred to as heat. The other channels are the ionisation or excitation of target
atoms. In some materials, the deexcitation leads to detectable scintillation light.
The lastly mentioned two channels are evaluated in the experiments of the XENON
Dark Matter Project, which conducts a direct detection WIMP search employing
a liquid xenon dual-phase TPC, as described in the following chapter.

1In solid detection materials, phonons are generated.
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3 XENON experiments

There are several collaborations that search for the hypothetical WIMPs. A
world leading limit on the WIMP-nucleon spin-independent elastic scattering cross-
section of 4.1× 10−47 cm2 at 30 GeV/c2 [22] was placed by the XENON1T exper-
iment, which was part of the XENON Collaboration. The collaboration has con-
ducted a row of experiments employing the noble element xenon. All of them were
located underground at the Laboratori Nazionali del Gran Sasso (LNGS) in Italy,
providing a shielding from cosmic radiation of 3600 m [23] water equivalent. In the
following, the working principle and the two latest experiments XENON1T and
XENONnT are described. XENON1T has completed its lifetime and has been up-
graded to the successor XENONnT, which will start science data taking in 2021.
Also, two signal corrections necessary for both experiments and calibration sources
used for this purpose are introduced.

3.1 Time projection chamber

The core of all XENON experiments is a dual-phase time projection chamber
(TPC). The TPC contains liquid xenon (LXe) used as detection material respond-
ing to various types of radiation and a gaseous xenon (GXe) phase at the top of
the TPC. The cylindrical volume of the TPC is observed by two arrays of photo-
multiplier tubes (PMTs), located at the top and bottom of the cylinder.
The working principle of a TPC is shown in fig. 3.1. An incoming particle

interacts either with the electronic shell of a xenon atom or with the nucleus itself,
called an electronic or a nuclear recoil, respectively. This energy deposition starts
an ionisation and excitation process.
LXe as a scintillator medium is able to produce both electrons and scintillation

light as a response to incoming radiation. The production of scintillation light
with a wavelength of 178 nm [24] is the result of both direct excitation of xenon
atoms and recombination of electron-ion pairs. The emission of the scintillation
light is in both cases coupled to the formation and the following decay of excited
dimer states of xenon (Xe∗2). The direct excitation of a xenon atom (Xe∗) induces
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the process [24]

Xe∗ + Xe + Xe→ Xe∗2 + Xe
Xe∗2 → 2Xe + hν.

(3.1)

Recombination of electrons and ions (Xe+) causes

Xe+ + Xe→ Xe+
2

Xe+
2 + e− → Xe∗∗ + Xe
Xe∗∗ → Xe∗ + heat,

(3.2)

followed by the process outlined in eq. (3.1) for the de-excitation of the remaining
excited atom. As given in eq. (3.2), the recombination process converts a small
amount of the deposited energy into non-measurable signals referred to as heat.
This is a channel that cannot be observed by the TPC.
The scintillation light promptly reaches the PMTs, where it is registered as a

light signal. Due to the different refraction indices of GXe [25] and LXe [26], a
large part of the light is reflected at the interface and is detected at the lower
PMT array. This prompt light signal is referred to as S1. In order to suppress
recombination and to separate the ionisation electrons, an electric drift field inside
the TPC is used. The drift field is applied between the cathode, located closely
above the bottom PMT array, and the gate, which is submerged in the LXe close
to its surface. Spanning the GXe phase, between the gate and the anode another,
a stronger electric extraction field is applied. Starting at the interaction site, the
ionisation electrons are drifted towards the gate. Their drift velocity depends on
the electric field strength [24]. The drift time through the TPC is in the order
of a few µs. As soon as the electrons reach the gate, they are accelerated by the
stronger extraction field in the gas phase. On their way to the anode, they ionise
and excite further GXe atoms and trigger an avalanche effect. The light that is
emitted by this cascade is proportional to the amount of ionisation electrons and
is then registered as the charge signal, which is referred to as S2. The amount of
separated electrons depends on the strength of the drift field. The more electrons
are separated, the less recombinations are possible. Therefore, light and charge
signal are anti-correlated [27].
An important feature of the dual-phase TPCs is the ability for a full three-

dimensional position reconstruction. The x- and y- coordinates are determined by
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Figure 3.1: Working principle of a time projection chamber with the generation
of a light signal (left) and a charge signal (right) [28]. The incoming particle
interacts with the LXe shown in blue, creating scintillation light and ionisation
electrons. The primary scintillation signal is immediately registered by the PMTs
at the bottom and top of the TPC (S1). The ionisation charge is drifted towards
the anode by an electric drift field Edrift and extracted into the gas phase (light
blue) by the stronger extraction field Eextraction, leading to an avalanche effect.
This secondary scintillation is registered as the S2. A three-dimensional position
reconstruction is performed with the S2 top pattern (x-, y-coordinates) and the
drift time between S1 and S2 (z-coordinate).

the intensity distribution of the S2 on the top array, since a homogeneous drift field
projects the position of the interaction site onto the top PMT array. For the z-
coordinate, the drift time between S1 and S2 is evaluated. Since the electrons move
with a constant, field-dependent velocity [24] through the drift field, the relation
between drift time and depth can be used to calculate z. The combination of S1
and S2 then allows to reconstruct the deposited energy [29].
Another advantage of the dual-phase TPC is the ability to discriminate between

nuclear and electronic recoils [22]. Since most of the backgrounds are electronic
recoils, while the possible WIMP signal would be a nuclear recoil, a good discrim-
ination is important. This discrimination is based on a different ionisation density
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for electronic and nuclear recoil events, which leads to a different ratio of ionisation
and scintillation [24]. Therefore, the ratio of S2 and S1 is different for electronic
and nuclear recoils.
The choice of xenon as a detection material has several advantages [24]. As

mentioned previously, it generates both light and charge carriers as a scintillation
medium. Being a noble gas, it does not react with impurities inside the TPC.
Furthermore, the high atomic mass of xenon leads to a high stopping power for
external γ- and β-radiation and allows the detection material to act as its own
shielding. By defining a so-called fiducial volume inside the LXe of the TPC, the
rate of external events, for example induced by decays in the detector materials,
can be reduced drastically. By rejecting these external events, the low-background
requirement of the dark matter search can be reached. The presented methods
are employed by the two experiments XENON1T and XENONnT, which will be
introduced in the following sections.

3.2 XENON1T

XENON1T [23] finished the commissioning phase in late 2016 and stopped taking
data in December 2018. An illustration of the XENON1T TPC is shown in fig. 3.2.
The TPC had a diameter of 96 cm and a height of 97 cm [27]. The coordinate
system was chosen in a way that the gate lies at a value of z = 0 cm. The anode
was located 5 mm above, while the cathode was at −96.9 cm [23]. Top and bottom
PMT arrays were shielded from the electric field by the screening electrodes. All
five electrodes consisted of meshes with wire diameters of ∼200 µm, allowing a high
optical transparency for the scintillation light. In total, the TPC was equipped
with 248 PMTs [23], whereof 127 were placed in the top array and the remaining
121 in the bottom array. The PMTs were manufactured by Hamamatsu and had
a tube diameter of 76 mm each [31]. The stable level of the liquid-gas interface is
ensured by a stainless steel diving bell, containing the top PMT array. The wall
of the TPC was made of PTFE (polytetrafluoroethylene) panels, which possess
a high reflectivity [32] for photons with the scintillation wavelength of 178 nm.
Those panels were surrounded by 74 field shaping electrodes in order to ensure a
homogeneous drift field. The TPC was housed in a cryostat were the LXe was
kept at an operating temperature of −96 °C. The cryostat was contained in a
water tank for further background reduction. The water tank was monitored by
an active Cherenkov muon veto detector [33]. The infrastructure providing the
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cooling power for the cryostat and for a purification system was housed in an
adjoining service building. A detailed description of all detector subsystems can
be found in [23]. In order to supply these systems with xenon, a total amount of
3.2 t was needed, whereof 2.0 t were contained inside the TPC as an active target.

3.3 XENONnT

XENONnT is the upgrade of the XENON1T experiment. By the start of 2021,
it is under commissioning at LNGS. Employing the same working principle as its
predecessor, it is able to reuse a large part of the XENON1T infrastructure.

3.3.1 Detector

The TPC of XENONnT [30] has a diameter of 1.33 m and a height of 1.49 m. It
is equipped with 253 PMTs in the top array and 241 PMTs in the bottom array.
With a new cryostat, the TPC is housed in the existing water tank, where it is
connected to the cryogenic infrastructure of XENON1T. The background reduction
is enhanced with an additional active neutron veto, for which the water will be
loaded with gadolinium [30]. The Gd captures neutrons and emits a γ-ray cascade,
which is then transformed into Cherenkov light and used as a veto signal. Also, a

Figure 3.2: Illustration of the XENON1T TPC [23] (left) and of the XENONnT
cryostat containing the TPC [30] (right). Note that the right figure is scaled
down by a factor of approx. 2 in all dimensions compared to the left figure.
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new radon removal system [34] and a liquid purification [30] are installed in order
to reduce impurities in the detection material. The active LXe target has a mass
of 5.9 t, while a total of 8.4 t is used to run all adjoining systems. XENONnT is
projected to reach a sensitivity to spin-independent WIMP-nucleon interactions
of 1.4× 10−48 cm2 for the cross-section of a 50 GeV/c2 WIMP at 90 % confidence
level [30], which is more than one order of magnitude below the current limit of
XENON1T. An illustration of the XENONnT cryostat housing the TPC is shown
in fig. 3.2.

3.3.2 Analysis framework

Apart from a larger target mass, XENONnT also utilises a new data processor.
The novel analysis framework is called streaming analysis for XENON (straxen)
[35]. Together with the more generic framework streaming analysis for xenon TPCs
(strax) [36], it provides the algorithms that are needed for processing and analysing
the data recorded by XENONnT. The naming already suggests the concept of a
streaming data analysis. The processing starts before all data are acquired, as soon
as the data taking begins. This causes a flow of data that is further processed on
its way. This flowing property is referenced in the labelling and allows a live data
processing.
The strax framework contains algorithms that are generic enough to be employed

by any noble liquid TPC. Its basic assumption is that all data have a specific data
type with a timestamp. In order to work with the various data types, each data
type has a matching numpy [37] representation. If two data types describe the
same physical property, they are of the same data kind. Based on their timestamp,
strax divides the incoming data into chunks, each a self-contained interval of data.
The chunking allows to conduct the data processing as a true streaming analysis.
Also, strax gives the framework for the definition of contexts and plugins. In
strax(en), a context contains information about how the data are processed. This
includes where to load the data from and where to store the results. Additionally,
a context contains details about the various data types which a plugin provides
and its default configuration options. A plugin is a self-contained step of the data
processing. It has to declare its output variables and data kind as well as the
plugins it depends on itself, which is illustrated in fig. 3.3. A plugin consists of
the code that is required for the determination of its output. This code can be
modified modularly as an independent section. In summary, strax provides the
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Figure 3.3: Succession of data kinds and plugins in the data flow of straxen [38].
Each data kind has its own color, while each item stands for a plugin. The arrows
indicate the dependencies between the plugins. The data processing starts at
the bottom with the data kind raw_records and ends at the top with events.
After the plugin events there are several other plugins that follow the highest
one that is listed here. These are used for high-level analyses without generating
a new data kind.

basic environment for data classification without actually defining the individual
routines and specific information that are used for XENONnT.
Straxen configures the concepts given by strax for XENONnT. Therefore, straxen

contains contexts for various operation modes, for example commissioning of the
TPC, regular online data taking or reprocessing of XENON1T data. These use
cases also require different sets of plugins. Since each plugin provides a certain
data type while itself depending on the previous analysis stage, a dependency tree
is constructed. As mentioned earlier, it is possible to model and reorder these
dependencies, so the exact configuration changes over time. Still, the overall suc-
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cession of data kinds stays the same. Besides providing plugins for the TPC data
analysis, straxen also contains plugins for the other sub-detectors of XENONnT:
the muon veto and the neutron veto. In the following, the data flow for the TPC
is explained step by step up to the event level, which is the data kind that will be
used for the analysis later in this work.
The dependency tree for the analysis of TPC data is shown in fig. 3.3. Here,

the data kinds are marked by different colours, while each plugin has its own
item. The arrows mark the dependencies between the plugins, so that the highest
level plugin is at the top, and the data processing starts at the bottom. The
processing begins with the output of the data acquisition system and a plugin
that provides the data kind raw_records by reading the incoming data. At this
stage, the data are in the shape of pulses given separately by each PMT channel.
This is the fundamental data kind that all other plugins are built on. In a next
step, the processing begins with the data kind records. Here, the baseline for
each pulse is calculated by evaluating the first samples of a record. The baseline
value is then subtracted from all samples. Afterwards, the samples are multiplied1

by −1. Additionally, some data rate reduction techniques are applied, like an
optional software high energy veto and a first hit finding with the goal to set the
samples to zero which are not contained in a hit. The hit finding algorithm iterates
through the incoming data samples and checks if the current sample is above a
given threshold. Consecutive samples above this threshold are summarised in a
hit. At this stage, the determined hit properties are not considered further. In
fig. 3.4, an overview of the classifications that are used in this section is depicted.
The pulses that were discussed so far are shown in blue.
The next data kinds are devoted to the identification of individual incidents,

called peaks. A peak can be S1, S2 or unidentified. In order to reach this classi-
fication, in a first step the hit finding algorithm is repeated. The resulting hit is
defined by its starting and ending sample and by its duration in time. The duration
is calculated by the time per sample. Also, a hit contains the integration of the
samples over time. This property is called area and uses the unit photoelectrons
(PE) to measure the size of a hit. The number of photoelectrons corresponds to
the number of electrons that are ejected from the photocathode and is therefore a
measure of the energy deposition on the interaction site for a particular hit.
Then the hits are passed to the peak finding algorithm. While a hit still is

1called flipping the data
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Figure 3.4: Illustration of the data flow in straxen. Each data kind is marked
with a different colour. Pulses and hits are recorded for each PMT individually,
which is marked by the transparent contours. Peaklet is the first combined step,
where the different channels are summarised, as indicated by the axis marked
with #. If required, the peak reconstruction merges separated S2 peaklets after
the classification. In a last step, the peaks are assembled into the highest data
kind of events.

defined on the PMT level, a peak summarises the different channels. This is
visualised in fig. 3.4, where the hits are shown in yellow and the peak-related
data kinds are shown in green. A peak has similar properties like a hit, but is
required to contain a complete S1 or S2 (or unknown signal). During the peak
construction, the intermediate data kind peaklet (for small peak) is constructed
for a first estimation of the peak properties.
A peaklet starts as a group of hits that occur in a time range which is below

a configurable threshold value, for example 350 ns for the reprocessed XENON1T
data. As soon as this time span has passed without a hit in any PMT, the peaklet
candidate is completed. This simple division does not always resolve peaklets that
are very close together, therefore they are split further. The splitting algorithm
calculates a goodness of split for each sample of the peaklet. This goodness of split
is calculated by a modified version of the Jenks/Fischer natural breaks splitting
algorithm [39]. If a threshold value is exceeded, a split is done at the maximum
value. This procedure is repeated until either the peaklets are small enough, the
threshold is not exceeded anymore or a recursion limit is reached. This splitting
strategy is strict enough to ensure that a peaklet contains only one S1 or S2.
But the other way round it is possible that an S2 is split into several peaklets.
Therefore, at the end of the peakfinding algorithm, there is a merging step for S2s
that are distributed over more than one peaklet.
After the splitting of the peaklets, the next plugin classifies them. The variables

that are used for the classification are called rise time and tight coincidence. The
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rise time is defined as the time that is required to reach 10 % of the peaklet’s area.
A short rise time is an indicator that the peak is the result of a light signal (S1),
since the photons travel through the detector with the speed of light and reach
the PMTs with a very short delay time. A signal that is caused by electrons (S2)
exhibits a higher rise time. Both the diffusion during the electron drift and the S2
creation in the GXe cause the broadening. The second classification variable is the
tight coincidence. The idea is to distinguish between the number of contributing
PMTs in a time window around the maximum of a peaklet’s waveform. An S1 or
S2 should exceed a certain number of contributing PMTs in order to be classified
as valid.
The exact values for these requirements can be fine tuned with the XENONnT

data. For the reprocessed XENON1T data, the shorter rise time necessary for a
peaklet to be classified as an S1 is set to a maximum value of 60 ns if the peaklet
has an area smaller than 100 PE. Larger peaklets have a maximal allowed rise time
of 150 ns. The second requirement for an S1 classification is the tight coincidence of
3 or more PMTs in a time window of 100 ns around the maximum. The remaining
peaklets are classified as S2s if they exceed a tight coincidence value of 4 PMTs in
the 100 ns window. Everything that is left is then classified as unknown.
At this point, only the S2 merging is left before the peakfinding is completed.

Due to the aggressive splitting algorithm, some of the signals caused by electrons
with their longer duration in time are cut apart into different peaklets. The S2
merging algorithm compensates that by merging consecutive peaklets. This is
shown in fig. 3.4 in the dark green box. The merging is based on several criteria:
in order to trigger a merging, the potential peak has to start with a peaklet that
was previously classified as an S2. Also, the hits that are formed into a peak must
not be separated by gaps larger than 3.5 µs. The merging of a peak is not allowed
to result in an area of 5000 PE or higher. Also, a time limit for merged peaks of
15 µs is set.2 With an additional plugin, the position is reconstructed, as described
in section 3.1.
The final stage of data processing is the accumulation of peaks into the data

kind of events. An event is required to contain a whole signature of a decay or
interacting particle, namely the main S1 and S2 peaks and possible alternative
peaks. It consists of a time range around a so-called triggering peak and all the
peaks that are inside this time range. For the reprocessing of the XENON1T data,

2Of course, a peaklet without a merging step can surpass 5000 PE or a duration of 15 µs.
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an event is extended 1 ms to the left and to the right of the triggering peak. The
classification as a triggering peak is based on the peak’s area and the number of
other peaks that are close to the candidate. This information is provided by the
peak_proximity plugin. In order to trigger an event, a peak has to exceed a certain
area, which is set to a default value of 100 PE. For comparison, a single electron
in straxen is observed to create between 20 PE and 30 PE [40]. Furthermore, the
triggering peak must not reach a certain number of competing peaks, where the
default limit is set to 7. After the assignment of the peaks to events, each event is
further evaluated. This happens in several plugins of the data kind events which
are not pictured in fig. 3.3. These plugins determine the main S1 and S2 in the
event as well as an alternative S1 and S2. Main and alternative S1 and S2 are
the largest and second largest S1 and S2 peaks of an event. For these peaks,
several features are calculated. Next to peak areas, positions, time between main
and alternative peak and many other variables that are provided by customisable
plugins, several corrections are applied on the event level. Two of those corrections
are explained in the following section.

3.4 Signal corrections

As explained in 3.1, the detector measures the light signal (S1) and the charge
signal (S2). Both signals are influenced by effects that add a systematic, position
dependent deviation to the signal size. In this section, some of these effects are
identified and corrected for both S1 and S2.

3.4.1 Position dependent light correction

If an energy deposition in the TPC creates scintillation light, not all of the gen-
erated light is registered by the PMTs as part of an S1. Instead, part of it is lost
inside the detector due to absorption by the TPC walls or impurities. This leads
to a position dependent variation of the light yield LY [41]. The LY is defined
as the light signal S1 per incident energy E, where S1 will refer to the area of
the light signal. The LY is affected by the photon yield YPh, which describes the
number of photons that is generated per incident energy. The photon yield it-
self depends on the electric field strength F and the incident energy, since both
influence the recombination and therefore the production of scintillation light. If
the field was not homogenous throughout the TPC, this would lead to an indirect
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position dependency. Further, the LY depends on the light collection efficiency
εL, which describes the number of photons that hit a PMT per photon generated
at the interaction site. εL takes into account effects that are based on the detec-
tor geometry and introduces the direct position dependency into the light yield.
Lastly, the LY depends on the quantum efficiency εQE, which is the probability for
one photon hitting the photocathode of a PMT to create a photoelectron, and the
collection efficiency within a PMT εCE, which gives the probability that this first
photoelectron succeeds to reach the first dynode. Since all PMTs are taking the
data simultaneously, the average εCE and εQE of all PMTs contribute to the light
yield. All these factors together result in [41]

LY = S1
E

= εL(r, z, ϕ) · YPh (E,F (r, z, ϕ)) · εQE · εCE. (3.3)

Under the assumption of a constant electric field, the only position dependent
factor is εL. The S1s spatial response can be homogenised by the observation
of the relative S1 size from events with a uniform energy deposition on different
positions in the detector. This yields the so-called LY map [41] and provides a
correction factor for every location inside the TPC. The LY map is a data-driven
approach and therefore needs data from a calibration source. A suitable calibration
source requires a constant energy deposition per event and is required to be mixed
with the LXe in order to provide homogeneously distributed events in the whole
TPC.
For the creation of the LY map, the TPC is divided into small volumes in the

z-, r- and ϕ-directions, which are called bins. Bins with the same z-coordinate
form a slice. With the r-coordinate, the slice is divided into a number of annuli
N . The number of bins on each annulus increases towards the outermost annulus
to provide an equal volume per bin. For a homogeneously distributed calibration
source, this leads to an approximately constant number of events in each bin. The
number of bins nNR per annulus NR is given by

nNR = 2NR − 1, (3.4)

keeping the volume of each bin constant for annuli with a constant thickness.
The number of slices and annuli does not have an inherently defined value, but is
adjusted to the available calibration statistics. A higher number of bins leads to a
better resolution of the calibration, but also requires enough statistics to perform
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Figure 3.5: Division of the TPC into spatial bins in r, z and ϕ. Every circle
references a slice in z-direction. For further reference, the bins are numbered
outwards in r, counter-clockwise in ϕ and upwards in z.

a fit in each bin. A binning example is shown in fig. 3.5, where the number of
slices is set to eight and the number of annuli is set to three. This leads to nine
bins per slice and to an overall number of 72 bins for the whole TPC. The bins
are numbered going outwards in r, counter-clockwise in ϕ and upwards in z.
The data from the calibration source are sorted in the bins by their coordinates.

In each bin, a fit of the distribution of the S1 area is performed, determining the
respective mean of the S1 area. Divided by the energy deposited by the calibration
source, this gives the absolute value for the LY. In order to correct the S1 data, a
relative LY value is required [41]. The obtained S1 areas are normalised with the
mean of all areas, which gives the position dependent correction factor Lc:

Lc(r, z, ϕ) = LY (r, z, ϕ)
〈LY 〉

= S1(r, z, ϕ)
E

·
〈
S1
E

〉−1
= S1(r, z, ϕ)

〈S1〉 . (3.5)

Together with the coordinates of the bins, the result is combined to a LY map and
saved as a .json file. It can then be used to correct the S1 data of a given dataset.
The pre-defined package InterpolatingMap [42] is used for interpolation of the
discrete data points that are given by the binning of the TPC. Its interpolation
algorithm is based on inverse-distance weighted averaging. In this way, the con-
tinuous version L̃c(r, z, ϕ) of the correction factor is calculated for every possible
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S1 and its position (r, z, ϕ). The corrected value cS1 is then given by

cS1 = S1
L̃c(r, z, ϕ)

. (3.6)

3.4.2 z-dependent charge correction

The S2 signal’s area needs to be corrected [41], since it is not reconstructed as
constant over the height of the TPC. On their way through the liquid xenon, some
of the S2 electrons are captured by electronegative impurities, leading to a smaller
S2. As the electrons reach their saturation speed in a short time compared to the
overall drift time, they spend most of the drift time at a constant velocity. This
means that the probability to be captured is also constant during their drift. A
population showing a constant capture probability decreases exponentially over
time. Therefore, the number of electrons and thereby also the signal size S2 is
connected to the drift time t via

S2 = S20 · exp
(
− t
τ

)
, (3.7)

where τ is the electron lifetime in the detector and S20 is the original signal size at
the interaction site. An event from the lower part of the TPC has a longer drift time
and therefore a smaller S2 than an event from the top of the TPC. If the electron
lifetime τ is known, it is possible to correct an individual S2 by extrapolating it to
its original size, depending on the associated drift time. Solving eq. (3.7) for the
original signal size S20 provides the necessary extrapolation:

cS2 = S20 = S2
exp

(
− t
τ

) . (3.8)

The electron lifetime can be obtained by an exponential fit to a two-dimensional
histogram of the drift time versus the S2 area. Again, the calibration source
needs to be distributed homogeneously throughout the TPC and needs to possess
a mono-energetic decay.
The electron lifetime correction is not the only S2 correction. For the calculation

of the cS2 area, an additional x-, y-correction [43] is required, which is not consid-
ered in this work. The corrected effects are caused by factors like the bending of
anode and gate electrode and different quantum efficiencies of the PMTs.
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3.5 Calibration sources

There are several calibration sources that were used by XENON1T and that will
be used for XENONnT. As described above, a good calibration source has to fulfil
several requirements. Since a homogeneous distribution in the TPC requires to
mix the source with the LXe, it is essential that it is easy to remove as soon as the
calibration is done and it should create decays with a constant and known energy
deposition.

3.5.1 Calibration with krypton

A calibration source that fulfils these requirements and that is commonly used is
83mKr, a metastable isomer of 83Kr, with a half-life of 1.83 h [44]. The metastable
state is at an energy level of 41.6 keV above the 83Kr ground state and decays
mainly via internal conversion. The isomer 83mKr is obtained by an electron cap-
ture of its mother isotope 83Rb, which has a half-life of 86.2 d. Some of its decay
modes result in the desired metastable state of krypton via further, short-lived
excited states. A simplified decay scheme of 83Rb is shown in fig. 3.6. The figure
shows that the transition of 83mKr into the ground state is a two-stage decay with
an additional short-lived excited state with a half-life of 154 ns at an energy level of
9.4 keV above the ground state. Therefore, the overall decay consists of a 32.2 keV
decay that is quickly followed by a 9.4 keV decay.
For the purpose of calibration in dual-phase xenon TPCs, this metastable state

has nearly optimal properties. Its relatively short lifetime prevents it from remain-
ing active after the calibration is finished. Still, it is simple to supply the volume
of LXe with 83mKr. While the 83Rb is placed in zeolite beads [46], the produced
83mKr emerges as a gas and easily mixes with the xenon. If one of the excited
krypton atoms decays inside the liquid phase of the TPC, it produces electrons
and photons that are registered as S1 and S2. The time scale of the half-life of
the lower excited state is similar to the resolution that is used in section 3.3.2 in
the peakfinding algorithm. Because of that, the photon signal of the decays with
a short time difference cannot be resolved as two different peaks. In that case,
the two decays are merged into one main peak with an area that is equivalent to
an energy deposition of the total 41.6 keV. Decays with a time difference that is
considerably longer than the half-life are registered as an event with two separate
S1 peaks, leading to three possible sizes of 83mKr S1 peaks. The electron induced
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Figure 3.6: Simplified decay scheme of 83Rb, containing the transitions that are
used for calibration. The metastable state 83mKr with an energy of 41.6 keV
above the ground state is populated by an electron capture of 83Rb. The state
decays with a lifetime of 1.83 h via one short-lived excited state at 9.4 keV. This
second decay has a half-life of 154 ns ([45], adapted from [44]).

signal has a different signature. Due to the extraction and to diffusion of the elec-
tron cloud during the drift, the S2s have a higher width in time. While the S1 has
a duration of less than 0.5 µs, the S2 has a duration of about 10 µs [23]. Since this
is two magnitudes above the half-life of the short-lived 9.4 keV transition, the two
states of 83mKr are not resolved for the S2. Instead, the electron signal of 83mKr is
nearly always merged into one 41.6 keV peak.

3.5.2 Calibration with argon

Another similar calibration source used in XENONnT and XENON1T is 37Ar. The
isotope 37Ar has a half-life of 35.0 d and decays directly into the stable ground state
of 37Cl via an electron capture [47]. Its simplified decay scheme is shown in fig. 3.7.
The main part of the decay energy from the electron capture is transferred to the
generated neutrino and it leaves the detector without creating a signal. Instead,
the energy deposition which is used for the calibration comes from the de-excitation
of the atomic shell after one electron from an inner shell was captured. In most
cases, the captured electron is taken from the K shell. In 8.90 % of the decays, it
is captured from the L shell, while the rest is provided by the M shell or higher
shells. The resulting hole in one of the inner atomic shells is filled by an electron
from an outer shell. This is accompanied either by the emission of X-rays or of
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Figure 3.7: Simplified decay scheme of 37Ar, which decays via an electron capture
with a Q value of 813 keV into the ground state of the stable 37Cl. It has a half-
life of 35.04 d. Since the energy that is released by the primary decay is carried
by the emerging neutrino, the energy deposition that is visible for the detector
is created by the de-excitation of the atomic shell ([45], adapted from [47]).

auger electrons, which then create electron and photon signals in the detector. An
overview over the energy depositions and the branching ratios for the K, L and
M shell is given in table 3.1. Since the capture of a K shell electron is the most
frequent decay, the observed calibration peak has an energy deposition of 2.8 keV.
As a gaseous source, 37Ar is directly inserted into the xenon gas system. The

isotope 37Ar is synthetic and can be produced by neutron capture [47]. Both being
noble gases, it has similar properties as 83mKr and is homogeneously distributed in
the TPC. Due to its longer half-life it needs to be removed by distillation [48] and
thus is not as flexibly usable as 83mKr, but offers a very low-energetic calibration
source. Other than the krypton source, 37Ar has a one-stage decay with a mono-
energetic peak (considering only the K shell capture).

Table 3.1: Branching ratios for the 37Ar electron capture from K, L andM shells
with their corresponding energy depositions [47].

Decay Mode Branching Ratio (%) Energy deposition (keV)
K capture 90.17 2.8224
L capture 8.90 0.2702
M capture 0.93 0.0175
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4 Signal corrections with 83mKr

One of the most important calibration sources in XENON1T was 83mKr, and it
will play an equally important role for XENONnT. Therefore, the first 83mKr
calibration of the new detector was performed during the commissioning phase. In
order to prepare for the science runs (SR) of XENONnT, data from XENON1T
are used for the implementation of the analysis code in straxen. In this chapter,
the two introduced corrections are calculated and implemented with 83mKr data.

4.1 Data selection

With the introduction of straxen, 28 one-hour periods of data taking, called runs,
with an open krypton source from XENON1T were reprocessed with straxen.
These runs were taken at the beginning of SR1 of XENON1T, which corresponds
to early February of 2017.
The data processing in straxen is divided into several levels, as discussed in

section 3.3.2. The position dependent signal correction is an analysis that uses
highly processed data, namely the data kind of events. An event ideally contains
one 83mKr decay with its associated peaks. For the krypton analysis, a plugin
named event_info_double is used. This plugin is optimised to process events
with multiple physical S1s and S2s. It provides information about the largest
peak as well as the second largest peak, for both light and charge signal. The
main peak is abbreviated with the letter ’a’, the second largest peak with ’b’. In
total, the plugin provides information about S1a, S1b, S2a and S2b for each event.
The dataset used in this chapter has an overall size of 6.26× 106 events.
The krypton runs do not only contain the desired krypton events, but also events

from other sources as well as misclassified krypton events as background. The
definition of a suitable dataset is a necessary preparation for the analysis. Further
event parameters provided by straxen are used to create several requirements on
the data with the goal to sort out the background data. These requirements are
grouped into so-called cuts. The S1a versus the S2a of each event of the whole
available dataset without any selection is plotted on a logarithmic scale in a two-
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Figure 4.1: Primary S2 versus primary S1 area for the complete 28 runs with
krypton data from SR1 of XENON1T that are available for straxen. No cuts
and no corrections were applied. Several populations are highlighted.

dimensional histogram in fig. 4.1. The S1a area is mainly between 100 PE and
10 000 PE. The sharp decrease of events with less than 100 PE is caused by the
peak classification described in section 3.3.2, where the value of 100 PE is chosen
as the border between two rise time requirements. The S2 areas are usually larger
than the S1s and can reach up to 106 PE. In fig. 4.1, the region with the most events
per bin is marked with a red box. It contains the correctly reconstructed 83mKr
events. Several further regions are marked and labelled with their corresponding
origin.
As specified in section 3.5.1, 83mKr has two decays which are separated by a

half-life of 154 ns. These consecutive decays produce two light signals in a quick
succession. For some of the events, these two peaks are combined in one large
peak. In this case, the complete area of the reconstructed scintillation light signal
is stored in S1a and S1b has a vanishing area or is occupied by noise. The other
possibility is a successful resolution of the two light signals. Here, S1a includes the
reconstructed light signal of the first, 32.2 keV decay, while the light signal that is
generated by the remaining 9.4 keV is stored in S1b.
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This is different for the S2s. As described earlier, they have a width on a higher
order of magnitude as the half-life itself. Thus, S2a and S2b are reconstructed as
one merged signal in the vast majority of events, which is then stored in the S2a
variable. Therefore, the S2a of an event will simply be referred to as its S2.
Due to the two possibilities for S1a 83mKr signals and the combined S2, the plot

of S1a versus S2a contains two populations inside the red box which are close to
each other in S1a and at the same S2 values. The entries of the left population,
consisting only of the signal from the 32.2 keV decay are plotted at a lower area,
since fig. 4.1 does not display the S1b area. The anti-correlation of S1 and S2 gives
the two populations a tilted elliptical shape on the logarithmic scale.
Further events with a similar S1 area (marked with a dashed orange line in

fig. 4.1) have a misreconstructed S2. For example, the short-lived second decay
of 83mKr can be misidentified and matched as the corresponding S2. Such mis-
reconstructed events will be removed by the cuts that are explained in the next
subsections. Many of them are based on considerations in [49] and use the same
variables. The cuts that are listed as part of the preselection aim to remove the
majority of events not induced by 83mKr in general and are valid for both an S1a
from a 41.6 keV peak (single S1) and from a 32.2 keV peak (double S1). Afterwards,
the focus is on the separation of single S1 and double S1 events.

4.1.1 Preselection

At the level of event_info_double, one correction was applied to the data so far,
which is the field distortion correction [43]. This correction aims to compensate the
effect of a distorted electric drift field in the TPC on the position reconstruction.
Events at higher radii tend to be reconstructed inwards with respect to the actual
interaction site. Electrons which have to pass most of the TPC during their drift
to the anode have a longer exposure to the distortion of the applied drift field
and therefore reach the gate with a larger deviation. Since the x- and y-position
reconstruction is based on the S2, this especially applies to events from the lower
part of the TPC. The field distortion correction takes this shift into account and
corrects the x- and y-position.

TPC boundaries cut

The field distortion corrected positions are then used for the first cut of the 83mKr
data selection. Events that have a reconstructed position outside of the TPC
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Figure 4.2: Histogram of the event distribution in the volume of the TPC. The
z-position of each event is plotted against r2 in order to represent the quadratic
growth of the volume with r. The red lines mark the applied data selection of
events inside the TPC. Events with a reconstructed radius of more than 47.5 cm
or height outside of −96 cm < z < −2 cm are considered as unphysical and are
therefore neglected.

are considered as unphysical, leading to r < 47.5 cm and −96 cm < z < −2 cm.
Events with a z-coordinate higher than −2 cm are neglected in order to exclude
gas events from the dataset, where 83mKr atoms decay in the gas phase.1 The red
box in fig. 4.2 visualises this cut. The cut removes 20.5 % of the events, which
corresponds 1.28× 106 events. Nearly half of the discarded events are removed
due to the upper z-limit.

S1b-S1a time difference cut

The plugin event_info_double is configured to assign S1a to the largest peak
being classified as an S1 which is timed before the largest S2. The peak with the
second largest area becomes S1b. The time difference between S1a and S1b is
defined as dt = tabs, S1b − tabs, S1a. Since the assignment of S1a and S1b does not

1The placement at −2 cm is a conservative choice. But since the edges of the TPC are discarded
with the consideration of a fiducial volume, further analyses are not affected by this.
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depend on the ordering, dt can become negative. A correctly reconstructed and
processed 83mKr event has a positive dt due to the specific decay structure where
the 9.4 keV transition follows the 32.2 keV transition. The cut dt ≥ 0 ns removes
events where this is not the case. Also, an upper limit of dt ≤ 3000 ns is set.
As mentioned in section 3.5.1, the desired 83mKr decay has a half-life of 154 ns.
Only 4× 10−7 % of the 9.4 keV transitions will occur with a time difference larger
than 3000 ns to the previous 32.2 keV decay. Therefore, nearly all of the remaining
events can be excluded to be 83mKr.
Events with such high time differences between S1a and S1b mainly exist due to

so-called afterpulses [50, 51]. Afterpulses originate from residual gas molecules that
remain in the vacuum tube of a PMT. If they are ionised by passing photoelectrons,
they begin to drift towards the cathode where they can generate an additional
signal. This signal is registered as an afterpulse. Its time difference depends on
the number of nucleons and the ionised charge units, but is often in the order of
a few µs. There are also afterpulses at time differences lower than 3000 ns. Those
are reduced by the further cuts. The consequences of the cut in dt on the original
dataset are visualised in fig. 4.3. The events in panel b) with an S1b area of more
than 100 PE are mainly caused by the afterpulses.

Cut on the number of channels contributing to S1a

Another helpful variable which is provided by event_info_double is the num-
ber of PMTs that contribute to a peak, called number of contributing channels
(NPMTs). Normally, a 83mKr S1 is registered mainly by the bottom PMT array of
the TPC. Therefore, a correctly reconstructed 83mKr S1 has a number of contribut-
ing channels corresponding to a large part of the bottom array. This number is
increased by several PMTs from the top array, but does not include the activation
of nearly all PMTs of the detector. Instead, such high NPMTs are reached by high-

Table 4.1: Effects of the individual cuts that are part of the preselection. The
additional removal of a single cut is given as the number of the additionally
rejected events if the cuts are performed consecutively, its effect on the complete
83mKr dataset of 6 260 217 events is given as the absolute removal.

Cut absolute removal additional removal
TPC cut 1 280 393 events (20.5 %) 1 280 393 events (20.5 %)

Time difference cut 809 944 events (12.9 %) 406 495 events (6.5 %)
NPMTs, S1a cut 602 098 events (9.6 %) 195 089 events (3.1 %)
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Figure 4.3: Both histograms show S1b versus S1a area of the krypton data. In
panel a), the events which are left after the cut in dt are plotted, panel b) shows
the rejected events. The cut in the time difference removes all events with a
negative dt, where S1b happens before S1a. Also, events with a time difference
larger than 3000 ns are discarded.

energy events that are supposed to be excluded from the data selection. The cut is
defined as NPMTs, S1a < 150, which is shown in the appendix (fig. A.1). A further
limit is set with NPMTs, S1a > 50 for the lower number of channels contributing to
S1a. This excludes events where the S1a triggers too few PMTs to be generated
by a 83mKr decay. The placement of this cut is taken from [49]. The specified
cut is applied again to the complete dataset, removing a total of 8.1× 105 events,
or 12.9 %. Figure 4.4 shows the effect of this cut on logarithmic axes in order to
make the different magnitudes of areas visible. Because of that, all events with
S1b = 0 PE are not represented in this plot, which corresponds to most of the
41.6 keV events.

Result of the preselection

The three presented cuts are employed to get to a preselection of events that is
further subdivided into the two populations of 32.2 keV and 41.6 keV. These cuts
are applied one after the other, each one removing additional events. Table 4.1
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Figure 4.4: Histograms of the complete 83mKr dataset, plotted as S1b area versus
S1a area. In panel a), the events surviving the cut of 50 < NPMTs, S1a < 150 are
plotted, while panel b) shows the removed events.

gives an overview of how many events each cut rejects in addition to the previous
one and also referring to the complete 83mKr dataset. The result of this preselection
is shown in fig. 4.5.

4.1.2 Differentiation between 32.2 keV and 41.6 keV

In principle, the analysis of the 83mKr data is not limited to one of the two S1
populations. But since the analysis requires a single population in order to fit the
requirement of a mono-energetic calibration source, it is important to separate the
32.2 keV signals from the 41.6 keV signals.

Single S1s with 41.6 keV

The main difference between the single S1 and the double S1 is the S1b peak. For
the single S1, it either does not exist at all, or it is very small and corresponding
to noise. Therefore, the main criterion to distinguish the double S1 from the single
S1 is the number of contributing channels to S1b (NPMTs, S1b). In most cases, this
number is zero, since no S1b is recorded. For the events with a noisy S1b, an
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Figure 4.5: Two dimensional histograms in the S1a and S1b space for the complete
83mKr dataset (transparent) and the dataset with applied preselection (solid).
Due to the signal definitions, no events with S1b > S1a are present.

upper limit of 15 PMTs is set in the cut.
Under the so far selected events with a vanishing S1b, there are several events

with an extraordinarily large S1a area, visible at the bottom of fig. 4.5. Those are
mainly seen by the top array. A measure for that is the variable area fraction top
(AFT), defined as

AFT = areatop array

areatotal
. (4.1)

By requiring for all surviving events 0.075 < AFT < 0.5, the population above
S1a = 600 PE is reduced by 69.15 %. At the same time, the events with S1a
beneath this value are reduced by 2.32 %. After the application of these cuts in
addition to the preselection, the selection of the 41.6 keV population is complete.
The absolute numbers of remaining and removed events are given in table 4.2.

Double S1s with 32.2 keV

Also for the double S1 selection, the S1b is the most important feature for the
selection. As in the cut from the preselection using NPMTs, S1a, the number of
contributing channels to S1b is restricted at the same upper limit of 150. Also,
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Figure 4.6: Two-dimensional histograms in S1a and S1b space for the events
surviving (solid) the cut given by the red line and for the rejected events (trans-
parent). The red line marks the direct cut in the S1a and S1b area plane. The
cut is added to the data of the preselection after the cuts in NPMTs, S1b and
Ndistinct PMTs.

NPMTs, S1b has to be larger than 25 in order to exclude the single S1 events. The
placement of the cut is plotted in the appendix (fig. A.2).
Another variable that is used is the number of distinct channels Ndistinct PMTs.

It contains the number of PMTs that is triggered by S1b, but not by the previous
S1a and offers a tool to reject events whose main and second peak do not originate
from the same interaction (pile-up events, see [52]). In order to reject such events,
an upper limit of 30 distinct channels for S1b is set, which is also plotted in the
appendix (fig. A.3).

Table 4.2: Absolute lengths of the datasets after the selections of single S1, strict
and loose double S1 as well as the percentages of surviving events based on the
complete dataset without any cuts.

single S1 double S1 (loose) double S1 (strict)
absolute values 2522311 1757966 165032
relative values 40.29 % 28.08 % 2.64 %
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Figure 4.7: Two-dimensional histograms of the parameter space dt and
Ndistinct PMTs for events surviving (solid) and being rejected (transparent) by
the cut which is marked by the red line.

Figure 4.8: Two-dimensional histograms with S1b versus S1a area at different
stages of the data selection. In panel a), the strict selection of 32.2 keV events
with an accurate recording of the following 9.4 keV peak is shown. In panel b),
all events are plotted that were rejected since the preselection.
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As visible in fig. 4.6, there are several events with an S1b area that is too small
to originate from the 9.4 keV transition. One way to reject these events without
losing most of the statistic is to perform the cut directly in the plane of the areas of
S1a and S1b, even though it is desirable to avoid a direct cut in S1a and S1b area in
order to prevent a biased selection. Also, a direct cut in the area might not be able
to exclude events that lie in the required energy range but do not originate from a
correctly recorded and processed 83mKr event. Still, for the sake of a high statistic,
a direct cut separating the single and double S1s can be done, which is shown in
fig. 4.6. The red line marks the cut, which is defined by S1barea > 0.163 S1aarea.
This selection will be referred to as the loose 83mKr selection.
A more restrictive way to reject these events is to look at the time differences and

the number of distinct channels simultaneously. Events with a time difference of
less than 500 ns to 1000 ns have a lower number of distinct channels than the events
at higher dt, which is shown in fig. 4.7. The fact that events with a lower dt have
different properties than events at high time differences indicates that the data
processing does not work accurately for peaks that are close in time to each other.
By separating these two populations visible in fig. 4.7 at the red line, a stricter
double S1 selection is created. The vertical part of the cutting red line gives the
requirement of dt ≥ 500 ns, the horizontal part of Ndistinct PMTs > 3. Those two
lines are connected by Ndistinct PMTs ≥ 27 − 0.023 1

ns · dt. Since the half-life of the
intermediate state of 83mKr is only 154 ns, the largest amount of events happens
before the required minimum time difference and therefore is lost for the analysis.
The remaining events are called the strict selection and are shown in fig. 4.8. For
both the strict and the loose selection, an overview is given in table 4.2.
If the selection of the double S1 events was successful, the half-life of the 83mKr

decay should be visible in the selected dataset. When the events are plotted over
their time difference, the events per bin should decrease exponentially. In fig. 4.9,
due to a limited reconstruction and selection efficiency, the loose selection at lower
dt does not exhibit an exponential decay: the decay rate is not constant. Opposed
to that is the strict dataset, showing an exponential decrease of events at time
differences larger than ca. 800 ns. A fit of the number of events of the strict
dataset over the time difference should yield the half-life of the short-lived 83mKr
state. It is performed on the strict double S1 selection in the range of 950 ns to
2050 ns.
For the fit, a χ2-minimisation is used. This method reduces in each of the N
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Figure 4.9: Histograms of the preselection, the strict S1 selection and the loose
S1 selection over the time difference with a bin width of 10 ns. Also, the result
of the half-life fit of the strict selection is shown, yielding T 1

2
= (150.4± 0.7) ns.

bins of the fit the squared distance between the data point or the events per bin
yi and a fit function f(~p), which depends on the fit parameters ~p. This distance
is normalised by the uncertainty of the bin entry ∆yi. The minimised quantity is
given by

χ2 =
N∑
i=1

χ2
i =

N∑
i=1

(
yi − fi(~p)

∆yi

)2

. (4.2)

For the minimisation, the fit parameter set ~p is adapted in such a way that the
χ2-value becomes minimal. This is done with the package iminuit [53], which is
used for minimisation throughout this work. The uncertainty estimation is given
by ∆yi = √yi. This estimation assumes Gaussian distributed uncertainties for
the events in each bin. For bins with small numbers of entries, the presumption
of symmetrical uncertainties is not valid anymore. Therefore, the fit range is
restricted to 2050 ns. The goodness of a fit is described by the reduced χ2-value.
It is calculated by the χ2-value of the last iteration of the minimisation normalised
by the number of degrees of freedom. The degrees of freedom are given by the
number of bins subtracted by the number of free fit parameters. Reduced χ2-values
close to 1 would then be the optimum for a successful fit.
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In order to detect systematic deviations between the fit model and the data, the
residuals are defined. They are plotted in the lower panel of fig. 4.9 and give the
distance between the value of the fit function fi and the data point yi, normalised
by the uncertainty of the bin entry ∆yi:

ri = yi − fi
∆yi

. (4.3)

In a successful fit, they are distributed symmetrical around zero and show no kind
of a systematic pattern. The half-life fit employs the fit function

f(x, T 1
2
, c) = c · exp

−x · ln(2)
T 1

2

 , (4.4)

yielding a half-life of (150.4± 0.7) ns. Even though the two values are not inside
their uncertainty intervals, the relative difference is less than 3 %, confirming the
selection of a 83mKr dataset. Furthermore, the rejection of the events with lower
time differences in favour of a strict selection is supported by the fact that these
events do not show the characteristic exponential decay.
Since it is possible to select both single and double S1 events, a decision needs

to be made which selection is used for the S1 correction. For this, the temporal
widths of the S1s are investigated. Here, the width of a peak is defined as the
time interval that includes 50 % of its area. As plotted in fig. 4.10, the width of
the signals in the single S1 selection is wider than the width of the double S1s.
This expected, because the single S1s consist of two separate decays. The width of
the 41.6 keV events is not only larger, it is also depending on the z-position. This
indicates a position dependent ability to resolve the two decays. Since the 83mKr
events are employed as a spatially homogeneous calibration source, this makes the
41.6 keV events the less favourable choice. Also, the possibility to verify the double
S1s as 83mKr decays by the half-life fit makes the 32.2 keV population the preferred
choice. Since the half-life fit is performed on the strict data selection, it will be
used for the relative S1 light yield map.

4.2 S1 correction

As explained in section 3.4.1, the volume of the TPC is subdivided into spatial
bins with equal volumes. For this analysis, eight z slices and six radial bins are
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Figure 4.10: Width of the double and single S1 selection in panel a) and b),
respectively, plotted in a histogram against the z-position in the TPC. The
width of the double S1 selection shows less spatial dependence, making it the
favourable choice.

chosen. With the azimuthal bins given by eq. (3.4) in order to maintain equal
three-dimensional bin volumes, this makes 288 bins in total with 36 bins per slice.
Due to the choice of the strict cut with lower available statistic, the fitting is done
with a binned Poisson maximum likelihood fit, avoiding the uncertainty estimation
of a χ2 fitting method. Instead of minimising the deviation of a model to the data
like the χ2-method, the Poisson likelihood fit attempts to maximise how well a
model describes the data. The probability for k counts in a bin is given by the
Poisson distribution

Pλ(k) = λk

k! e
−λ, (4.5)

where λ(~p) depends on the fit model. By varying the fit parameters ~p and with
that also λ(~p), the probability for the given number of counts is maximised. For a
total number of N bins, the overall likelihood L is obtained by the multiplication

L =
N∏
i=1

λki
ki!
e−λi . (4.6)
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For a numerical treatment, a sum is easier to handle than a product. This is
achieved by evaluating the logarithm of L, yielding

lnL =
N∑
i=1

ki ln(λi)− ln(ki!)− λi. (4.7)

Since the term ln(ki!) is constant under the variation of λ, it is omitted. Also,
since a minimiser is used for the fit, the negative likelihood is minimised instead
of a maximisation of the positive likelihood. With λi = fi(~p)− yi, where fi is the
fit function and yi are the counts per bin, the minimised quantity χ2

P is given by

χ2
P =

N∑
i=1

χ2
P,i = −2

N∑
i=1

(
yi − fi(~p)− yi · ln

( yi
fi(~p)

))
. (4.8)

Here, the factor 2 is introduced in order to obtain the same definition of parameter
uncertainties as in the least squares method [54].
In each bin, a two-dimensional Gaussian fit is performed in the S1a and S2a

space. The vertical axis is divided by a factor 10 in order to have the fit parameters
for S1 and S2 on a similar order of magnitude. The fit function

G2d(x, y, A, µx, µy, a, b, θ) = A · exp
(
−

(
(x− µx) cos θ − (y − µy) sin θ

)2

2a2

−

(
(x− µx) sin θ + (y − µy) cos θ

)2

2b2

) (4.9)

describes an ellipse that is tilted by an angle θ, which creates the terms in the
exponential function similar to a two-dimensional rotation matrix. The rotation of
the data in the (S1,S2)-space is based on the anti-correlation between the light and
the charge signal. The more electrons escape the interaction site, the larger the S2.
In this case, the light signal is smaller, since each electron escaping the interaction
site cannot generate scintillation light by recombining. The parameters a and b

determine the width of the ellipse in both dimensions, while the parameters µx and
µy correspond to the coordinates of the centre point of the ellipse with x = S1a
and y = S2a. Lastly, the amplitude A determines the maximum of the ellipse.
One example fit of a bin from the outermost annulus of the fourth z slice (number

138) is shown in fig. 4.11. Even though the binning is different, the numbering is
done after the same scheme as presented in fig. 3.5. From each fit, the parameter
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Figure 4.11: Histogram of the S1a and S2a/10 space for an example bin (nr.
138). In each bin, a two-dimensional Gaussian fit is performed. The ellipses
give the amplitude of the fit function in eq. (4.9). The pictured bin is one of the
outermost radial bins of the fourth z slice.

µx of eq. (4.9) is the key value. Therefore, µx is stored as the result of a fit.
After all bins were fitted, the mean of all fitted S1a areas is calculated. This

value is then used to normalise the absolute fitted areas in order to receive a
relative value for the light yield in each TPC bin. The result is shown in fig. 4.12,
where all TPC bins are plotted. The relative LY is indicated by the colour scale.
The closer a z slice is to the top of the TPC, the lower is the relative light yield.
This can be explained by the fact that S1s are mainly registered by the bottom
array. Photons that are generated in the upper part of the TPC are reflected by
the TPC walls and the liquid gas interface more often and in general have to cover
a longer distance, which causes a signal loss from the upper part of the TPC.
Only the slices closest to the bottom array show a radial or angular dependency.

The angular dependency is likely due to several deactivated PMTs during SR1
[41] in the bottom array, which reduce the light yield from events that happen
directly above them. For events at high radii inside the lowest slice, the same
argumentation applies as before. A higher fraction of the photons needs to be
reflected at the walls before reaching a PMT, which leads to a higher signal loss.
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Figure 4.12: Relative light yield for the 288 bins of the TPC indicated by the
colour map. Each circle represents a slice in z-direction. The number of ϕ-bins
grows with the radial binning in order to maintain a constant volume per bin.

The relative light yield is assigned to the coordinates of each bin’s centre point
resulting in a discrete LY map. With the InterpolatingMap package [42], a
continuous, three-dimensional map is constructed in between the centre points of
the bins. This is based on the nearest neighbouring bins, with a default setting of
2ndim = 6 neighbours in a three-dimensional space. The average of these bins is
calculated with a weighting wi = 1/∆l by the inverse of their distance ∆l.
Based on eq. (3.6), the correction is applied to the data. As visible in fig. 4.13a),

with a low number of z slices, the corrected data display clearly visible steps in
z that correlate with the number of slices from the correction map. This is due
to the fact that the influence of bins from the neighbouring slice is smaller, if the
distance between them is larger. This can be avoided with either a higher total
number of slices2 or a higher number of neighbouring bins that are considered for
the interpolation, which is shown in fig. 4.13b). Especially visible with few slices
but a high number of neighbours is that the outer half of first and last slice in z
benefit less from the interpolation than the slices in the middle, since they have
no neighbours from the next slice influencing their relative light yield. Therefore,

2Using the high statistic of the loose 83mKr data selection, the binning can be chosen fine enough
to stay at the default setting of 6 nearest neighbours. In the appendix, a correction map with
a finer binning, created with the loose data selection, and its application to the data using 6
nearest neighbours are plotted in figs. A.4 and A.5, respectively.
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Figure 4.13: S1a areas in the full radius of the TPC as a function of the z-
coordinate for three different S1 corrections. The interpolated correction map
from fig. 4.12 is used with eq. (3.6) to perform the correction on the strict 83mKr
dataset. Panel a) shows the correction with a considered number of six nearest
neighbours, in comparison to 24 nearest neighbours in panel b). The last panel
c) shows the uncorrected data.

the slope in S1a area remains visible at the ends of the TPC, even though the
centre of the slice is aligned at the average. Most further analyses use a fiducial
volume, cutting the top and the bottom part of the TPC, and thus are not affected.
For comparison, the uncorrected data are plotted in fig. 4.13c). Summarised, the
presented S1 correction achieved a homogeneous cS1 provided over the whole TPC.

4.3 S2 correction

In order to determine the electron lifetime, the same strict 83mKr dataset as before
is used. One additional requirement is made with S2aarea > 1000 PE. This removes
a few events with a misidentified S2, which has not been considered in the cuts
so far. The liftime is commonly estimated using the S2bottom area. This variable
is defined as the the part of an S2 registered by the bottom PMT array. It is
used due to saturation that can occur at high energy [29]. Since 83mKr has a low-
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Figure 4.14: Two-dimensional histogram in the S2bottom and drift time space with
the electron lifetime fit (orange line), yielding (543.2± 0.7) µs. It is performed
with the fit function eq. (3.7) on the blue data points, which themself are the
results of further fits. Those Gaussian fits are made in order to assign a mean
S2 area to every drift time bin. The histogram shows the binning in drift time
that is used for the acquisition of the S2 values.

energetic decay, saturation is not an issue here. In order to maintain comparability,
a reconstructed S2 bottom signal based on the AFT is used. It is given by

S2bottom = (1− AFTS2) · S2, (4.10)

where AFTS2 is the S2a area fraction top.3

For the lifetime fit, first the data are binned in the drift time. The events that
are contained in a single bin are again binned in their S2bottom area, where they
form a Gaussian distribution. Again, due to the low statistic, the events binned
in S2 are fitted by a maximum likelihood fit with the one-dimensional Gaussian
function

G(x,A, µ, σ) = A√
2πσ

exp
(
−(x− µ)2

2πσ2

)
. (4.11)

For each bin in the drift time, its central value is chosen as the drift time represent-

3This definition is only working as long as no saturation is present, since it does not fully exclude
a contribution from the top PMT array.
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Figure 4.15: Two-dimensional histograms of drift time and S2bottom area. Panel a)
shows the S2 area of the strict 83mKr dataset after the electron lifetime correction.
The uncorrected data are shown below in panel b).

ing this bin. The parameter µ from the Gaussian fit is assigned as its representative
S2 area. This combination leads to the blue data points in fig. 4.14, which are then
fitted with the fit function given in eq. (3.7). The uncertainties on the parameter
µ from the previous Gaussian fit ∆yi are used for the χ2-minimisation of the ex-
ponential function, leading to a reduced χ2

red = 15.14
12 = 1.26. The residuals in the

lower panel do not show a strong systematic effect. The fit results in an electron
lifetime of (543.2± 0.7) µs, which is in a similar range as the value that can be
read off for the 83mKr model in [41].
With the known electron lifetime, the S2 can be corrected for the charge loss

during the drift. Using again eq. (3.7), depending on the measured drift time, for
each event a correction factor is calculated. A division by this factor reconstructs
the original size S20 of the main S2. In fig. 4.15, a comparison between uncorrected
data and corrected data is shown. The correction successfully aligns the events
such that there is no dependency on the drift time anymore.
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5 Signal corrections with 37Ar

As discussed in section 3.5.2, another calibration source that can be used for
calibration tasks is 37Ar. Due to the small energy deposition, the light signals
that are created by 37Ar are close to the detectors S1 detection threshold. An
important detail for this threshold is the tight coincidence requirement in the event
reconstruction process, which was introduced in section 3.3.2. For the classification
as a light signal, a peak needs at least 3 contributing PMTs. For the charge signal,
a minimum number of 4PMTs is required. This is part of the noise reduction,
since it prevents dark counts or the possible accidental coincidence of dark counts
in two PMTs from being recognised as a peak.
In this chapter, a suitable 37Ar dataset is composed. As for the 83mKr calibration

data, a correction for the relative LY is constructed and applied while taking
the threshold effect into account. The chapter ends with a determination of the
electron lifetime in combination with a correction of the S2 data.

5.1 Data selection

Next to the 83mKr runs from SR1, also 25 one hour 37Ar runs were reprocessed for
straxen. They were recorded at the end of the data taking period of XENON1T
in SR2, corresponding to the end of October in 2018. Beside the argon calibration
source, also the 83mKr source was open. Because of that, the data also contain
the signature of the 83mKr events, which was described in section 4.1. Other
than 83mKr, the 37Ar signals consist of only one peak in light and charge signal.
Therefore, they are simply called S1 and S2 and the runs are processed with
the plugin event_info. Similar as in section 4.1, the first step is to perform
a data selection. In order to avoid a direct cut in the area variables, the data
selection is performed in the number of PMTs contributing to the S1 and S2
signals. This parameter space with the corresponding cut is visualised in fig. 5.1.
It spans from 0 PMTs to 213 PMTs, since 35 PMTs of XENON1T’s 248 PMTs were
turned off or excluded from the analysis for SR2 [55]. Since an event is allowed to
consist of solely S1 peaks or S2 peaks, the baselines with either NPMTs, S1 = 0 or
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Figure 5.1: Two-dimensional histogram of the number of contributing channels
of S1 and S2, offering a possibility to select the 37Ar population. The red box
gives the cut that is applied.

NPMTs, S2 = 0 are populated. NPMTs, S1 being 1 or 2 and NPMTs, S2 being 1, 2, or 3
is not possible, since the classification as an S1 or S2 requires 3 or 4 contributing
channels, respectively. These requirements lead to the gaps in the population on
the lower and the left side of the plot.
The 37Ar events are expected to have a small S1 and therefore a small NPMTs, S1

close to the minimum of 3PMTs. Opposite to that, a correctly recorded S2 is large
enough to be seen by many of the PTMs. Therefore, the 37Ar events are expected
to be the population in the top left corner of fig. 5.1. The cut is given by the
requirements 0 < NPMTs, S1 ≤ 25 and 150 < NPMTs, S2 ≤ 212, which is indicated
by the red box.
The other correctly reconstructed populations contained in these runs, for ex-

ample the 83mKr population, are located at the top of the plot. Since 37Ar is at
the detection threshold of the detector, the other signals are larger and therefore
NPMTs is higher for S1 and also for S2. Events with equal numbers of contributing
channels in S1 and S2 as well as events where NPMTs, S2 < NPMTs, S1 are misrecon-
structed events, where for example an alternative S1 is identified as the matching
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Figure 5.2: Two-dimensional histograms of the S1 and S2 areas with logarithmic
scales on both axes. The left panel shows the argon events surviving the cut on
the number of channels in fig. 5.1, while the right panel shows the events that
were rejected by the cut.

Figure 5.3: Two-dimensional histogram of S1 area and S2 area for the final se-
lection of 37Ar events.
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S2.
The result of the cut in NPMTs is shown in fig. 5.2, the events in the left panel

remain in the selection, while the events in the right panel are excluded. In order
to further clean the selection, several additional cuts are applied. An overview of
the amount of removed events in each cut is given in table 5.1. As for the 83mKr
selection, all S1 events with an S1 AFT higher than 0.5 are rejected. Also, the same
TPC dimension cut as in the 83mKr selection is applied in order to exclude events
with an unphysical reconstructed position. The final event selection is shown in
fig. 5.3.

5.2 S1 correction

As for the krypton calibration source, the principle of the S1 correction follows
section 3.4.1. The events are sorted into three-dimensional bins and for each bin a
mean S1 value is calculated with a fit based on eq. (4.8). Since the argon selection
consists of fewer runs than the 83mKr population, a coarser binning than in fig. 4.12
is applied. The number of annuli is reduced to 3 (compare fig. 3.5).
As visible in fig. 5.3, the 37Ar population in the S1 and S2 space shows a de-

formation in the S1 area, which is related to its closeness to the S1 detection
threshold. Therefore, a different fit function is required in order to determine the
mean S1 in each bin. In the following paragraphs, two approaches are described
in order to deal with the unusual shape of the 37Ar data.

Threshold function

The first approach aims to describe the low-energy side of the argon population
with an additional threshold function in S1 [56]. This function is supposed to

Table 5.1: The table summarises the effects of the individual cuts on the runs
including the 37Ar calibration. The additional removal of events by a single cut is
given as the number of the additionally rejected events if the cuts are performed
consecutively. Its effect on the complete 37Ar dataset of 891 296 events is given
as the absolute removal.

Cut absolute removal additional removal
NPMTs cut 579 200 events (65.0 %) 579 200 events (65.0 %)
TPC cut 322 930 events (36.2 %) 24 428 events (2.7 %)
AFT cut 49 144 events (5.5 %) 21 461 events (2.4 %)
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Figure 5.4: Exemplary fit of 37Ar data. The left panel shows a histogram of S1
and S2 areas in bin 24 from the lower half of the TPC. The S2 area is divided
by 100 in order to have similar magnitudes for S1 and S2. The concentric lines
visualise the two-dimensional fit function. In the right panel, a projection of
the same fit function onto the x-axis (red) is plotted. It is composed by the
underlying Gaussian peak (blue) and the threshold factor (bottom panel). The
two vertical dashed lines represent the positions of the fitted mean value of the
Gaussian µx (black) and of the effectively observed maximum (grey).

modify a Gaussian function in a way that its rising flank is lowered to the level of
the argon data. The threshold function is determined by two parameters, which
correspond to the position xthr and the width wthr of the threshold. If this threshold
originates merely from the tight coincidence requirement, the two parameters are
assumed to be constant, because a signal originating from a position where usually
far more than the three required PMTs are activated should not be affected. The
fit function f(x, y, A, µx, µy, a, b, θ, xthr, wthr) has 8 free fit parameters and is given
by

f = A

1 + exp
(
x−xthr
wthr

) · exp
(
−

(
(x− µx) cos θ − (y − µy) sin θ

)2

2a2

−

(
(x− µx) sin θ + (y − µy) cos θ

)2

2b2

)
.

(5.1)

A visualisation of the threshold function and the resulting fit function is shown in
the right panel of fig. 5.4. The left panel shows an example fit of bin 24 with the
parameters µx = (13.5± 0.8) PE and xthr = (7.6± 1.1) PE.
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Figure 5.5: Histograms in the S1 and S2 area of two different bins from the lowest
z slice. The best fit positions of µx and xthr as part of the threshold fit function
are marked by red and black dashed lines, respectively. For comparison, the
mean value of the S1 area is given by the grey dashed line. The amplitude is
indicated by the parameter A.

One drawback of this approach comes with the high number of fit parameters,
which causes the successful convergence of the fit to be extremely dependent on the
initial parameter values. Also, a slight variation in the data can lead to a noticeable
change in the placement of the best fit, since the parameters are correlated. A
smaller value of µx can be compensated by a higher placement of the threshold
position xthr, accompanied with a slight rise of the amplitude. This behaviour is
illustrated with the example of two bins of the bottom slice in fig. 5.5. While µx
is lower in panel b), xthr is increased in comparison to panel a). Correspondingly,
the fit of the amplitude in panel a) is higher than in panel b), although the overall
number of entries is around 7 % higher in the lower example.
Therefore, a fit unconstrained in all eight parameters does not generate a reliable

estimation of the S1 mean value. This is shown in the top panel of fig. 5.6, where
the relative light yield is plotted per TPC bin. The bin numbering corresponds to
the numbers that are given in fig. 3.5, the transition to the next z slice is marked
by the dashed grey lines. Especially the bins of the top slice with their low light
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Figure 5.6: On the x-axis, the numbered TPC bins are plotted, where the num-
bering is done as in fig. 3.5. The grey lines mark the borders of the z slices.
The upper plot shows the relative light yield from the argon calibration data
(orange), derived by the fit function eq. (5.1). In comparison, a krypton fit with
the same binning, performed as in section 3.4.1, is plotted (blue). Bottom: The
position of the thresholds are given for every TPC bin in the lower plot. It
decreases together with µx.

yield deviate from the 83mKr result. Also, they show relative uncertainties up to
20 %. The bottom panel pictures the development of the threshold position for
each TPC bin, showing a clear decrease for bins at higher positions. This disagrees
with the assumption that a threshold designed to compensate the tight coincidence
requirement should have a constant value. Furthermore, the 83mKr analysis already
showed that the LY is highest at the bottom of the TPC (corresponding to low
bin numbers). If the threshold position would somehow be connected to the LY,
the opposite trend should be observed. Thus, either the actual position of the
threshold is not fitted properly due to the high number of free parameters, or
the asymmetry of the 37Ar S1 data is not solely caused by the tight coincidence
requirement.
With a fixed threshold, the fit is more stable and convergence is less affected

by the starting parameters. When setting the threshold fit parameters to a fixed
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value, the resulting µx value is anti-correlated with the specific chosen value of
xthr.1 Since the 37Ar data do not offer a possibility for a direct investigation of the
threshold position, the simple approach of a fixed threshold is not justified.
The threshold could be further investigated with a calibration source providing

a continuous energy spectrum, for example the β-decay of 212Pb as part of the
220Rn calibration decay chain. Ideally, the shape of the reconstructed spectrum in
each bin might give a direct handle on this threshold. As a result, the parameter
xthr and wthr from eq. (5.1) could then be fixed. This analysis was not done since
the corresponding XENON1T data were not converted to straxen, but could be
worth investigating with data from XENONnT.
Another factor that discourages the usage of the fit function in eq. (5.1) is that

this is a phenomenological model without a physical explanation why the threshold
function should be formed exactly like this. Therefore, another way to describe
the 37Ar data is considered.

Smeared Poisson function

In this subsection, a physically motivated model is applied to the 37Ar data. The
model is inspired by the PMT gain calibration and is a one-dimensional model,
focused solely on the distribution of the S1 area. It assumes that the asymmetrical
shape of the 37Ar data is not directly connected to the tight coincidence require-
ment but originates from the light source itself. A similar approach was used in
[57].
The gain calibration of a PMT measures the amplification factor of the photo-

electrons that are extracted at the photocathode. For an ideal PMT, the amplifi-
cation of a single photoelectron (k = 1) would be perfectly constant and therefore
have the shape of a δ-peak. An ideal PMT would have εQE = εCE = 1 and a
vanishing probability to generate more than one photoelectron.
For an event generating more than one primary photon (k = 2, 3, ...), the re-

sponse of the ideal PMT would be extended by further δ-peaks, describing the
multi-photoelectron peaks. The actual number of detected photons generated by
the source of such a light signal has a certain expectation value λ. For small light
signals, the number of generated photons and therefore the number of photoelec-
trons in the ideal PMT is assumed to follow a Poisson distribution.
For a real PMT and its readout chain, the gain factor for a specific number of

1See fig. A.6 in the appendix



55

photoelectrons k is not δ-shaped, but is smeared to a Gaussian peak with a width
of
√
k · σ0. The overall response function is then given by the sum over several

Gaussian peaks with the corresponding width for each number of photoelectrons.
The amplitudes of these peaks are weighted by the probabilities of the underlying
Poisson distribution.
For the modelling of the 37Ar data, the whole PMT array is considered to behave

like a single PMT, since all PMTs are calibrated to yield the same gain. The
smearing effect of the individual PMTs is summarised into an effective smearing√
k · σ of the whole array. Therefore, according to this model, the parameter

σ is determined by the detector. This leads to a fit function depending on the
expectation value of the Poisson distribution λ, the effective smearing σ and an
amplitude parameter A, which is determined by the statistic in each bin. It has
only 3 free parameters, compared to 8 parameters from the previous approach with
a two-dimensional fit function, and is given by

f(x,A, λ, σ) = A
∑
k=1

Pλ(k)√
2π ·
√
kσ
e
− (x−k)2

2(
√
kσ)2 , (5.2)

with the Poisson distribution Pλ(k). The parameter λ is used as the mean value
for each bin and therefore also for the calculation of the relative LY. The fits are
performed with the binned maximum likelihood method. The individual Gaussian
peaks and the fit function as their sum are visualised in fig. 5.7b). For the param-
eters λ and σ, the results of the fit from bin 24 are used, A is set to unity. The fit
is given as an example in panel a). Since the binning is chosen as in the previous
threshold model and the example bin shown here is the same as in fig. 5.4, the
mean value of µx = (12.5± 1.1) PE and λ = (15.62± 0.09) PE can be directly
compared. The largest difference is that the smeared Poisson model does not take
the additional threshold caused by the tight coincidence requirement into account.
This may lead to a shift of the mean value λ, placing it at higher numbers of PE.
In order to define a residual ri for each data point, the square root of the

summands in eq. (4.8) is used [54], as in a regular χ2 fit. This leads to ri =
√
χ2

P,i,
where the sign of χ2

P,i needs to be considered and added accordingly. For bins with
no entries (yi = 0), the logarithmic term has to be discarded before calculating ri.
The residuals are given in the lower panel of fig. 5.7a).
The same approach can be applied to the krypton data, since for large λ the

Poisson distribution approaches a normal distribution. This leads to three different
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Figure 5.7: a) Histogram of the S1 area of the events in bin 24. The blue line is the
fit with the smeared Poisson function eq. (5.2). The vertical dashed line marks
the location of the mean value λ, being in this example at (15.62± 0.09) PE.
The lower plot gives the residuals. b) Schematic plot of the smeared Poisson
function versus the S1 area. It is constructed of overlapping Gaussian peaks
(grey). Their amplitudes are weighted by the value of a Poisson distribution
with the expected value λ at the Gauss peaks mean values. The sum of those
peaks (red) is the fit function.

versions that are compared: the 37Ar data fitted with the smeared Poisson function
and the 83mKr data fitted with both, the same function as the argon data and a
simple normal distribution. All three resulting relative LYs are plotted in the
upper panel of fig. 5.8. As expected from the lower number of free parameters,
the argon fit is much steadier and has smaller uncertainties than in fig. 5.6. While
there is no or only a very small systematic difference between the two krypton
fits, the relative LY from argon data tends to be smaller than the 83mKr results
at the bottom of the TPC and larger at the top of the TPC. Since the data are
normalised by their mean value and therefore centred in the middle of the TPC,
this means that the overall range in which the argon data occur is smaller than
for the krypton fits.
In the lower panel of fig. 5.8, the fit parameter σ is plotted for both the argon

and the krypton fit. Without showing a clear up- or downwards trend throughout
the TPC, σ can be roughly considered constant for one calibration source. Between
the two sources, there is an offset of about 0.2 PE in the respective values of σ.
This source dependency contradicts the earlier assumption that the parameter σ
is exclusively determined by detector properties. Instead, there is a dependency
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Figure 5.8: Relative light yield and fit parameter σ for the single TPC bins. The
upper plot shows the relative LY of argon and krypton with the smeared poisson
as a fit model. Also, the Gaussian fit of the krypton data is plotted. The lower
plot shows the fit parameter σ for both the argon (red) and the krypton (green)
fit with the smeared Poisson function. While it is approximately constant for
each source, it differs between argon and krypton, opposed to the assumption
that σ is a detector parameter.

of the source or the amount of deposited energy.
One approach of resolving this dependency is with an additional fit parameter

σ0. The idea is to split the former parameter σ into a source related broadening
and into a constant part σ0, determined by the detector properties. Adding them
up in a squared sum, this leads to

σKr, ges =
√
kσ2

Kr + σ2
0 and σAr, ges =

√
kσ2

Ar + σ2
0 (5.3)

with a shared fit parameter σ0. The fit is performed bin-wise on both datasets
simultaneously, connected via the shared parameter. But since in most of the bins
σ0 is fitted to zero without an impact on the source dependent broadening, the
idea is discarded.
In this section, two different approaches for the handling of the asymmetric
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light signals of 37Ar were investigated. While the first approach is based on a
direct model of the detection threshold, the second approach instead concentrates
on other detector properties combined with an asymmetrical behaviour of the
calibration source. The smeared Poisson method gives a more reliable result than
the direct threshold model, even if the source dependency of the parameter σ is
not explained by this model. However, the idea of a direct modelling of the tight
coincidence requirement cannot be rejected completely, since an unphysical, not
matching threshold function could also lead to a bad performance, without the
concept of a threshold function being completely wrong.

5.3 Simulation of threshold effects

In order to investigate the possibility of the tight coincidence requirement leading
to a strong influence on the observed signal, a simulation of a light signal in the
XENON1T TPC is conducted. The simulation is based on a per-PMT map of the
light collection efficiency which was obtained as part of Monte Carlo simulations
for XENON1T, as explained in [58]. This map contains the probability for each
PMT and for each point in the TPC that a generated photon reaches the PMT.
The 248 PMTs and the possibility that a photon does not reach any of the PMTs
at all (missed photons) are represented by a channel number. The per-PMT map
is used to derive a position dependent probability for each of the channels to be
hit. In a next step, the quantum efficiencies for each PMT are considered. For the
PMTs that were turned on during the data taking, the QE is at about 0.3 [50].
Several PMTs were not turned on because of either a complete failure or a too high
afterpulse rate [55]. These 36 PMTs are considered to have a QE of 0. Employing
a binomial distribution, each channel is evaluated separately with the according
QE. The entries that are sorted out in this step are added subsequently to the
channel with the missed photons. For each simulated event, a list of hit channels
is generated, with the length of the initially simulated photons at the interaction
point.
In each event, the amount of different channel numbers is calculated, under

exclusion of the channel containing the missed photons. If the number of different
channel numbers is 3 or more, the event is marked as passing the tight coincidence
requirement. By repeating the simulation step, a probability to overcome the
requirement is derived for a certain point in the TPC and a specific number of
initially generated photons.
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Figure 5.9: Two dimensional histogram with a simulation on how often a signal
exceeds the tight coincidence requirement. The probability for an event based
on a number of simulated photons to overcome the threshold of NPMTs, S1 ≥ 3
is plotted depending on the z-position of the interaction point and the primary
number of simulated photons.

For this simulation, events with simulated numbers of photons from 5 to 60 are
considered, since this range covers nearly the complete probability spectrum. Each
of those photons is placed as explained above in one of the channels. The simulation
is done at 9 different z-positions inside the TPC (at z = −90,−80, ...,−10), while
the x- and y-coordinates are kept at 0, leading to 56 · 9 = 504 different simulation
points. A total number of 7500 simulations is performed in each of these points.
Figure 5.9 shows the result of the threshold simulation. Note that the number

of simulated photons is not the same as the previously used unit of photoelectrons.
The registered PE are reduced in comparison to the generated or simulated photons
by e.g. the QE. Thus, the 37Ar S1s correspond to the upper part of fig. 5.9. In
general, the chance is higher that at least three different PMTs register a photon
for a larger number of initial photons in each simulated event. The number of
generated photons in an event corresponds to the incident energy and should,
therefore, be at a similar level for all events in a real, mono-energetic calibration
source.



60 5 Signal corrections with 37Ar

Referring to the same source, i.e. approximately the same number of photons
per event, the probability to overcome the coincidence threshold is higher for a
z-position close to the bottom array. Transferred to the behaviour of a possible
threshold function, this would suggest a low detection threshold for events occur-
ring close to the bottom of the TPC. At positions close to the gate, the threshold
or the percentage of events that are not registered in the detector would be higher.
Since most of the light signal is registered by the bottom array, the distance to
be covered is smaller for events originating from positions close to the cathode,
making a lower threshold for these events plausible.
This assumed threshold behaviour shows the opposite trend as the fit parameter

xthr from eq. (5.1), which is plotted in the lower panel of fig. 5.6. Here, the
threshold position is higher for events from the bottom of the TPC. For events
being positioned in a very short distance of the cathode, a possible explanation
for an effect like this would be that, viewed from the interaction site, a single
PMT takes in a larger solid angle than from a position further up in the TPC.
This would lead to the majority of generated photons being registered by the same
PMT, which could cause the tight coincidence requirement not to be fulfilled.
The simulation suggests that if this effect exists at all, it only plays a minor role

for events very close to the cathode. In conclusion, the model without a direct
detection threshold is supported by this simulation.

5.4 S2 correction

Being a mono-energetic calibration source with a homogeneous distribution inside
the TPC, 37Ar can also be used to derive an electron lifetime. The procedure is
the same as in section 4.3.
The argon data are not as homogeneous as the krypton data. As investigated

in [59], they show an anomalous behaviour in about the top quarter of the TPC.
At these heights, the S2 area shows a slower increase than predicted from the data
in the rest of the TPC. This effect is associated with the charge signal width.
The width of an S2 is depending on its z-position in the TPC: a longer drift time,
corresponding to a position at the bottom of the TPC, leads to an increasing signal
width due to diffusion. The observed effect of smaller S2 areas at the top of the
TPC is assumed to result from the combination of the position dependency of the
width with afterpulses in the PMTs. Afterpulses have a constant time behaviour,
they occur a few µs after the triggering signal, regardless of its width or energy.
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Figure 5.10: Two-dimensional histogram in the S2bottom and drift time space with
the 37Ar lifetime fit (orange line). The blue points used for the fit are obtained
by a Gaussian fit of the S2bottom area in each drift time slice. The first two values
(marked with crosses) are excluded from the fit due to the anomalous behaviour
of the 37Ar data at the top of the TPC. The resulting lifetime is (1.13± 0.01) ms.

Now, the hypothesis from [59] is that afterpulses of S2s with a large width are
merged into the main S2. Meanwhile for a smaller S2 width, the afterpulses are
separated from the S2 and registered as a following, alternative S2. Due to this
better resolution in the top of the TPC, the S2 area does not increase as in the
rest of the TPC.
A possible explanation why this effect is not seen for 83mKr data is that the

width is also influenced by the energy of an event. With a higher energy, the
number of generated electrons is higher and therefore also the time window where
they arrive at the extraction field is larger, leading to a higher width. This higher
overall S2 width prevents the afterpulses from being registered as a separate S2,
biasing the S1s towards larger areas.
In reaction to this behaviour, the two highest slices in drift time are not con-

sidered for the argon electron lifetime fit,2 corresponding to a bit more than the
highest 20 cm. Apart from that, the fit is performed exactly as in section 4.3. It

2Utilising the largest part of the TPC, even though the more accurately reconstructed S2s are
discarded.



62 5 Signal corrections with 37Ar

is shown in fig. 5.10. The inclusion of the first two data points would lead to an
increased value of χ2

red = 112.9
12 = 9.41, compared to χ2

red = 16.05
10 = 1.60. The resid-

uals of the remaining fit range are not distributed symmetrical around zero. This
could be caused by a remaining z-dependency in the data selection, other than the
electron lifetime. Since the size of the afterpulse signal is observed to noticeable
influence the complete S2 area, a varying contribution of the afterpulses with z

could lead to the structure in the residuals. Another possibility is that the mean
values of the S2 distribution were not determined accurately, for example due to
the S2 distribution deviating from a Gaussian.
The electron lifetime of (1.13± 0.01) ms determined by the fit is at a much

higher value than the previous lifetime from the krypton fit. Partially, this can be
explained by the different recording times of the two datasets. While the argon
data originate from SR2, the krypton data were recorded during SR1. Due to
the continuous work of the xenon purification system and a pump upgrade [60]
for SR2 increasing the purification flow the overall lifetime was raised during the
operating time of XENON1T [41]. At the period of 37Ar data taking, a lifetime of
∼850 µs was determined [61]. Thus, also under consideration of the higher lifetime
for SR2, there remains a difference between both calibration sources. The source-
dependent electron lifetime is also observed using background data from the radon
decay chain (222Rn and 218Po) [41]. While it is not fully clear why this is the case,
a hypothesis explaining this effect might be based on a different reaction of the
calibration sources to inhomogeneities in the drift field.



63

6 Noble element simulation technique model

In chapter 5, the data from the argon calibration source were analysed in a similar
way as the 83mKr data before. In both the considered charge and light signal
corrections, differences were observed between the two sources. With the goal
of gaining a higher understanding of these differences, in this chapter the noble
element simulation technique (NEST) [62] is introduced and employed.

6.1 NEST and NESTpy

NEST is a simulation software for light and charge signal generation in noble ele-
ments [63], especially for argon and xenon. It uses a semi-analytic model in order
to derive charge and light yields of electronic and nuclear recoils for various inter-
action types. Here, only the electronic recoils are considered. NEST establishes
a model which depends on the interaction energy and also takes an applied elec-
tric field into account. The parameters of the model are adjusted to the available
data on electronic recoils supplied by several experiments. The model from [63] is
shortly reflected in the following.
As introduced in section 3.1, LXe has three channels where the energy of an

interacting particle can be deposited: excitation, ionisation and heat. Since heat
cannot be recorded in a LXe detector, it is not provided by NEST. For simplicity,
the energy per ionisation Wion and per excitation Wex is described by the same
unified work function W = 13.7 keV. With the ratio αex = Nex/Nion, this leads to

Edep = NionWion +NexWex = (1 + αex)NionW, (6.1)

where N ex is the number of excitons per interaction and N ion is the number of ion-
isations. For αex, values from 0.06 [64] to 0.20 [65] are discussed. This means that
most of the scintillation light is created by recombination, since the recombined
electron-ion pairs contribute to the scintillation light. Therefore, the number of
photons is strongly dependent on the recombination probability r of the ionised
atoms. The numbers of produced quanta translate into photons Nph (S1) and
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Figure 6.1: Light and charge yields resulting from the NEST model for a selection
of drift fields. The left panel shows the light yield, while the right panel shows
the charge yield. Light and charge yield are anti-correlated.

electrons Ne (S2) via

Nph = Nex + rNion and Ne = Nion(1− r). (6.2)

NEST uses a combination of two models for the recombination probability. For
a low deposited energy or short electron tracks, the Thomas Imel box model [66]
describes the recombination as constricted to a box close to the interaction posi-
tion. For a high deposited energy or long particle tracks, the Doke/Birk model [67]
based on Birk’s Law [68] is employed, assuming that the ionised electrons form
a track of electron-ion pairs. The parameters of the models and the transition
between them are determined by an adjustment to experimental data. The light
and charge yields of the resulting NEST model are plotted in fig. 6.1. The light
yield and the charge yield are defined as the number of photons and electrons
per deposited energy, respectively. The light yield decreases for high energies (a
feature of the Doke/Birk model) as well as for low energies (from the Thomas Imel
box model), leaving a maximum light yield region at the transition region in the
order of 10 keV. The yields with the underlying recombination probability as well
as the transition between the two models are influenced by the applied electric field
strength. With a growing electric field, the recombination probability decreases
due to the electric field induced scintillation quenching [24]. As more electrons
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succeed to escape a recombination, a higher electric field leads to a larger S2 and
a smaller S1.
Based on W and αex, NEST begins with calculating the light and charge yield

values. The calculation depends on the interaction type (various models for NR
like neutrons or WIMPs and ER like photons or 83mKr), the incident energy and
the applied drift field. The yields have deterministic values and do not change
as long as the underlying properties are not changed. Based on the yields, the
number of excited and ionised atoms is determined. At this stage, a statistical
fluctuation is introduced by obtaining the number of actual particles by random
numbers drawn from Gaussian distributions for Nex and Nion. Then, the number of
escaping electrons is calculated with the field dependent recombination probability
from the number of ions. On the recombination level, a skewness of the Gaussian
distribution is introduced. This is explained in the following section. The number
of photons is then obtained by adding the remaining, not-escaped ions to Nex.
All these considerations deal with LXe as a scintillation medium, independent

of the detection hardware. NEST would also allow the further modelling of a
specific detector up to the resulting S1 and S2 signals, where effects like drift field
inhomogeneity, electron lifetime and light collection efficiency can be considered.
This is not required in the scope of this work, as only the yield calculation and
the quanta generation are used.

6.2 Skew-Gaussian recombination model

With the recombination step, an additional statistical fluctuation is introduced
(as in [69]). The number of escaping electrons is drawn from a skew-Gaussian
distribution. The skew-Gaussian is defined by a Gaussian distribution that is
modified by an error function, leading to

f(x, ξ, ω, α) = 1√
2πω

e−
(x−ξ)2

2ω2

(
1 + erf

(
α(x− ξ)√

2ω

))
. (6.3)

The strength of the modification is defined by the skewness parameter α. Negative
values of α shift the distribution towards lower values and the other way round.
For the case α = 0, an unmodified Gaussian distribution is obtained. In this limit
case, the mean µ of the distribution is given by ξ and the standard deviation by



66 6 Noble element simulation technique model

Figure 6.2: a) Probability density of a skew-Gaussian distribution against the
obtained number of quanta with a mean value of µ = 10.5 (orange dashed
line) and a skewness parameter of α = 3. The position of the parameter ξ is
indicated by the purple dashed line. b) Skewness parameter α for the electron
recombination versus the incident energy for different drift fields as implemented
in the NEST model.

ω. For α 6= 0, this changes to

µ = ξ +
√

2
π

αω√
1 + α2

and σ2 = ω2
(

1− 2
π

α2

1 + α2

)
(6.4)

for the mean value and the standard deviation. A visualisation of the function
with α = 3 and the mean value µ and the parameter ξ in comparison is shown in
fig. 6.2a).
The actual number of electrons Ne is then obtained as a randomly drawn number

from the skew-Gaussian distribution, centred at (1−r)Nion. The number of photons
is given by the remaining quanta:

Nph = Nex +Nion −Ne. (6.5)

In the NEST model, the skewness parameter α is not constant, but changes
with the deposited energy and the drift field. For several field values, the energy
dependent NEST skewness parameter, describing the skewness of the electron sig-
nal generation, is plotted in fig. 6.2b). As explained in [69], its modelling is based
on the skewness of the log(S2/S1)-band of 3H and 14C calibration data from the
Large Underground Xenon experiment (LUX). Here, the measured skewness in the
log(S2/S1)-band is not the same as the modelled skewness from the recombination
process, which is adapted during the calibration process in order to match the
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skewness of the log(S2/S1)-band.

6.3 Application to 37Ar data

The idea of a skewness introduced on the recombination level is adopted for the
fit of the 37Ar data. Both light and charge signal are considered in this section.

37Ar S1 data

In NEST, the skewness is directly applied to the generation of escaping electrons.
The distribution of photons is obtained as the remaining number of ions, added by
the (usually small) amount of direct excitations. The number of primarily created
ionisations (Nion) fluctuates between the individual energy depositions and is taken
from a Gaussian distribution. Now, the recombination model determines with a
skew-Gaussian distribution which of these ions escape the recombination, leading
to an accordingly skewed distribution of Ne. The remaining, recombining part
of the primarily created ions (corresponding to a large percentage of Nph) is also
described by a skew-Gaussian shape, but with an anti-correlated skewness. The
already determined number of photons is then added byNex, which itself originated
from a Gaussian distribution without a skewness. Due to this summation, the
resulting photon distribution as predicted by NEST can be shifted to a lower
skewness value than the electrons are showing. Thus, the skew-Gaussian can also
be used as a fit function for the light signal.
For an uncertainty estimation avoiding correlations, the fits are performed di-

rectly with the mean value µ from eq. (6.4) as an input parameter instead of ξ.
Also, a scaling parameter is added in order to take different numbers of events per
bin into account. The fits again use a maximum likelihood estimation with the
accordingly constructed residuals. Also, the binning is chosen as in fig. 3.5. An
example fit of bin 24 is plotted in fig. 6.3, yielding a reduced χ2 of 1.13. As a good-
ness of fit measure for a Poisson likelihood fit, the reduced χ2 value is calculated
using the sum over the squared residuals normalised by the degrees of freedom.
When fitting the data in each bin separately, the skewness parameter α is al-

lowed to vary throughout the TPC. The skewness is assumed to be created on the
recombination level and should therefore not be position dependent.1 The course
of α over the TPC bins with an independent fit in each bin is plotted in green

1Under the assumption of a homogeneous electric field
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Figure 6.3: Data contained in bin 24 in a histogram of the S1 area (grey). A
skew-Gaussian function (eq. (6.3)) is used for a fit of the data (blue). The lower
panel shows the residuals of the fit.

in the lower panel of fig. 6.4. A slight trend towards higher values of α for bins
further at the top of the TPC is visible. In order to avoid the position dependency
of the skewness parameter, a simultaneous fit of all bins is performed. Instead of
looping over the histograms of the TPC bins consecutively, all of them are passed
to a single fit function. Each bin continues to have its own parameters for µ, ω
and the scaling, while the skewness parameter α is shared among all bins. The
resulting skewness of this shared fit is given by α = 1.89± 0.02 and is marked by
the red line in the lower panel of fig. 6.4, where it takes a reasonable position as an
average value. Summing over χ2 in all 72 TPC bins involved in the simultaneous
fit with its 217 fit parameters, a reduced χ2-value of 2501

2231 = 1.12 is reached. Due
to the high number of degrees of freedom, in this case χ2

red = 1.12 indicates a not
optimal fit. This can be explained by the observed position dependence of α forced
to be reduced to a single number.
A direct comparison between the NEST values for the skewness parameter and

the value from the shared fit is not possible, since the NEST model directly de-
scribes the skewness of the electron recombination. The skewness of the light
signal results from the relation in eq. (6.5). Following the NEST model, with this
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Figure 6.4: Upper panel: Relative light yield in each TPC bin, obtained by a
skew-Gaussian fit in all TPC bins in parallel with a shared parameter α (orange).
For comparison, the result from the krypton data with a Gaussian fit is given in
blue. Lower panel: Comparison between independent fits in all bins with indi-
vidual values for α (green) and the combined fit with a single, shared parameter
α in all bins (red). The translation of the bin numbers to their positions is given
in fig. 3.5.

relation the positive skewness for the electron recombination is linked to a negative
skewness of the light signal’s distribution, since light and charge signal add up to
a normal distribution. The observed positive skewness for the light signal of the
combined fit is therefore in contrast to the parameters of the NEST model.
Still, the mean value of each bin is used to calculate the relative light yield,

which is plotted in the top panel of fig. 6.4. As a comparison, the result of the
one-dimensional Gaussian fit of the krypton data is plotted. Those are the same
data that were given for 83mKr in fig. 5.8. The 83mKr data show a larger overall
variation of the LY, as already observed for the smeared Poisson function. Despite
the disagreement with the NEST parameter prediction, the skew-Gaussian model
fits well to the data and provides a relative LY that is comparable to the 83mKr
data and to the smeared Poisson function. The graphical representation of the
map is shown in the appendix (fig. A.7). After the application of the map, the
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Figure 6.5: Histogram of the S1 37Ar data (grey) corrected with fig. A.7. Since
the correction resolves the position dependency, the complete dataset is fitted
by a skew-Gaussian (blue). 3 bins with less than 200 entries are not included in
the χ2-minimisation. The result of α = 1.85± 0.02 agrees with the shared fit of
α on uncorrected data.

complete dataset is again fitted with a skew-Gaussian fit function. Since the S1
data are corrected to be at the same signal size, a division of the TPC into bins
is not necessary anymore. With the exception of 3 bins at the border of the fit
range, enough statistics is provided for a χ2-minimisation. The fit is depicted
in fig. 6.5 and has χ2

red = 1.82. As discussed for the simultaneous fit on the
uncorrected data, this is possibly the result of an inhomogeneous electric field
influencing the skewness. The fit yields a skewness of α = 1.85± 0.02, where the
uncertainty interval still overlaps with the α from the shared fit. Therefore, it can
be concluded that an application of the correction does not change the observed
skewness to a large extent.

37Ar S2 data

Since the evaluation of the light signals gave an unexpected sign for α, a follow-up
check is done in order to investigate whether the skewness of the S2 data behaves
like predicted by NEST. Before the shape of the charge signal can be examined, the
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Figure 6.6: Histogram of the S2 area of the argon data, corrected according to
section 5.4. The blue line is the skew-Gaussian fit with a skewness of α =
1.12± 0.02. In comparison, the best fit of a normal Gaussian fit is indicated by
the black dashed line. The residuals of the skew-Gaussian fit are plotted in the
lower panel.

electron lifetime correction needs to be applied. Without the correction, the data
are smeared in their S2 area such that they cannot be fitted. Since the lifetime
varies with time and a source dependency was detected, the correction derived in
section 5.4 from the same dataset is used.
For the corrected dataset, the TPC is not resolved in various bins. Instead, a

fit with the same skew-Gaussian function is performed on the complete dataset.
Because of this, the statistic is high enough for a least squares minimisation. The
fit range is set to 3 standard deviations from both sides of the mean value of the
dataset. The fit is shown in fig. 6.6 and has a reduced χ2-value of 1.08 at 96 degrees
of freedom, suggesting a high goodness of fit. It results in α = 1.12± 0.02.
Since the skewness of the electron signal is directly described by the NEST

model, it can be compared to fig. 6.2b). At small energies, the skewness parameter
is modelled to be at around 1.5, which can be argued to be at least at a similar
range with the same sign.



72 6 Noble element simulation technique model

Figure 6.7: Histogram of the 83mKr data in bin 24 of the TPC (grey), see fig. 3.5.
In the left panel, the corresponding parameters from the shared skew-Gaussian
fit with α = 0.91 are used for the plot of the fit function and the calculation of
the residuals. The right panel shows the Gaussian fit in bin 24 with its mean
value and the residuals.

6.4 Application to 83mKr S1 data

Until now, the modification of the Gaussian peak shape only was applied to the low-
energetic argon data. Meanwhile, the krypton data were assumed to be Gaussian-
distributed and their one-dimensional Gaussian fit to the S1 area was used as a
reference. Following the NEST skewness model shown in fig. 6.2, the skewness of
the charge signal and therefore also of the light signal is not restricted to appear
at low energies. Thus, the krypton data should also exhibit a deviation from the
plain normal distribution, making a simple Gaussian fit unjustified.
In order to test this, the same procedure as for the argon S1 data is applied

to the krypton S1 data. The parameter α is shared among all bins, while the
rest of the fit parameters are individually adjusted for each bin with a maximum
likelihood fit. This results in a skewness for the 83mKr data of α = 0.91± 0.28.
A comparison between the simple Gaussian and the skew-Gaussian fit is shown in
fig. 6.7. The resulting mean values do not show a large deviation, and also the
residuals are very similar. For the skew-Gaussian fit, this results in χ2

red = 1.29,
while the normal Gaussian fit yields χ2

red = 1.26. This indicates a slight preference
for the Gaussian fit, compared to the fit with a shared α.
For a skewness below 1, the skewness does not have a large influence on the mean
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value. Also, the data can be described similarly good using the plain Gaussian
fit. This small relevance of a skewness parameter below 1 might explain the large
uncertainty that the shared fit assigns to the skewness parameter, since the possible
skewness values in the uncertainty range could lead to a similarly good fit result.
The nearly vanishing skewness for the 83mKr double selection disagrees with the

NEST prediction, which forecasts a maximum of the S2 skewness (and with that
also for S1) at energies around 30 keV (see fig. 6.2), which is the energy range
of the 83mKr transition. Therefore, the NEST parameter values do not fit to the
results from comparisons to 83mKr and 37Ar S1 data and 37Ar S2 data. At least
it legitimates the usage of a Gaussian fit function on the 83mKr S1 data. If the
skewness of the 83mKr data behaved as predicted by NEST, the production of a
relative LY correction map based on a Gaussian fit would not be justified.

6.5 Comparison with NEST simulations

Besides comparing the skewness of the fitted data to the underlying parameter from
NEST in fig. 6.2b), the software can also be used to simulate the signal generation
directly. For the simulation of the 37Ar data, the ER interaction type simulating γ-
rays is chosen. With an energy of 2.8 keV and the drift field value of SR1 (81 V/cm,
[41]) the yields are calculated. The charge yield is at 34.90 electrons/keV, while
for the light yield 39.48 photons/keV is obtained. For each of these yields, 4× 105

interactions are simulated and the corresponding number of photons or electrons
is stored. These numbers are then plotted in a histogram, which is depicted in
fig. 6.8. On the binned values, a fit is performed with the same skew-Gaussian
fit function as before. Due to the high number of simulated events, a χ2 cost
function is chosen. The skewness parameter for the electron distribution is at
α = 2.28± 0.01 and for the photons at α = −1.90± 0.01. This is coherent with
fig. 6.2b) and with the earlier expectation of a negative skewness for the light
signal based on the NEST recombination model. The smaller absolute value of the
skewness of the light signal can be explained by the Gaussian-distributed fraction
of photons generated by the direct excitations processes.
The same approach is repeated for the 32.2 keV krypton line. For the yield calcu-

lation, the 83mKr model of NEST is applied. This model distinguishes between the
9.4 keV and the 32.2 keV transitions. For an energy of 9.4 keV, the time difference
dt to the previous 32.2 keV decay is taken into account for the yield calculation. If
no specific dt is passed, a time is drawn from an exponential distribution with the
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Figure 6.8: NEST simulation of electrons (left) and photons (right). For 4× 105

decays, the resulting electrons and photons are plotted in a histogram (vio-
let). The grey line is the skew-Gaussian fit of the histogram with a skewness of
2.28± 0.01 for the S2 and −1.90± 0.01 for the S1.

Figure 6.9: NEST simulation of electrons (left) and photons (right). For 4× 105

decays, the resulting electrons and photons are plotted in a histogram (vio-
let). The grey line is the skew-Gaussian fit of the histogram with a skewness of
3.83± 0.02 for the S2 and −2.15± 0.01 for the S1.

half-life of 154 ns. The yields of the 32.2 keV decay are independent of the choice
of dt and only depend on the drift field. For the 81 V/cm of SR1, a photon yield of
56.29 photons/keV and an electron yield of 18.08 electrons/keV is obtained. With
these yields, the same amount of simulated decays is generated as for the 37Ar
calibration energy. The histograms of the distributions and the skew-Gaussian
fits are shown in fig. 6.9. With a skewness for the charge signal of 3.83± 0.02
and of −2.15± 0.01 for the light signal, the model in fig. 6.2 is reproduced. This
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underlines the contradiction between the NEST model predicting a large negative
skewness for a 32.2 keV light signal and the fit of a nearly vanishing skewness on
the data.
In [70], the described skewness model is applied to a preliminary version of the

argon calibration data from XENON1T. A fit to the 2.8 keV peak on a combined
energy scale derived from both corrected light and charge signal results in a skew-
ness of 1.51, with an estimated uncertainty of ±0.2. This further confirms the
observation of a positive skewness in XENON1T data also for the light signal.
The skewness parameter of the electron recombination probability was tuned on

3H and 14C LUX calibration data in order to fit the shape of the log(S2/S1)-band
[69]. Apparently, the effect on the raw shape of the light signal was not sufficiently
considered. Without any observed negative skewness in real data, the currently
implemented recombination model cannot be supported. A possible alternative
could be to include the skewness already on the lower level of ion generation, since
the skewness of light and charge yield observed in the data is not symmetrical
centred at zero. Since in NEST the quanta generation and the recombination
model are built on top of the yield calculation, the observed discrepancy of the
skewness does not allow to make conclusions on the implemented yield model.
Even though the NEST parameter values of α could not be confirmed in the

data, the model itself turned out to be capable of describing the deformation of
the argon data and can be used for the generation of a relative light yield map. A
possibility not considered in this chapter is the combination of a skewness arising
directly from the 37Ar data and the effect of a low-energy detection threshold.
Since section 5.3 concluded that such a threshold does not have a strong effect on
the 37Ar data, it cannot be used to explain the discrepancy between the NEST
parameter α and the observation from 37Ar. Also, the discrepancy for the 83mKr
data would remain, since a detection threshold for low-energetic decays does not
impact the 32.2 keV line.
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7 Field inhomogeneities in the TPC

The model from chapter 6 includes a field dependency for the skewness param-
eter. By treating α as constant throughout the TPC, a homogeneous drift field
is assumed. In this chapter, the homogeneity of the drift field in the XENON1T
calibration data is investigated by its effect on the S1 areas of 83mKr signals.

7.1 S1b/S1a ratio of 83mKr

Since the variation of the electric field could not be measured directly, the local
field strength has to be inferred from calibration data. One possibility is to take
advantage of the fact that the effect of a varying drift field on the recombination
probability is smaller for low-energetic electronic recoils than it is at higher ener-
gies. The border where the field starts to play a larger role for the recombination
probability and therefore also on the S1 (and S2) yield has been determined to be
at about 10 keV [71].
With the two decays of 83mKr placed above and below this border, the previously

analysed calibration data can also be used for mapping the field strength. Since the
relative LY map performs an effective correction of all effects that impact the S1
size, the effect of the field dependency is also impacted. Therefore, the investigation
of possible inhomogeneities has to be done on a dataset without the LY correction.
In order to filter out the geometric detector effects, the ratio of the two areas
S1b/S1a is considered (as in [71, 72]). Since the S1a and S1b transitions from the
same event take place at the same interaction site, considering the S1b/S1a ratio
cancels these constant detector effects while maintaining the field dependency. The
previously discussed field distortion correction aims to remove effects caused by
a non-homogeneous field, but only acts on the reconstructed positions. Being a
correction on the reconstructed event position in the TPC, it is required in order
to base this analysis of the signal size on a correct position estimation.
The behaviour of S1a is dominant for S1b/S1a, since S1b is not strongly affected

by field variations. Lowering the general S1 size, a stronger field therefore leads
to a smaller S1a size and with that increases the ratio S1b/S1a. This can be



78 7 Field inhomogeneities in the TPC

Figure 7.1: The 83mKr yield model from NEST is used for a prediction of the
S1b/S1a ratio. The left panel shows its dependency on the delay time dt between
S1a and S1b for four different field strengths, while the right panel shows the
field dependency for several dt.

simulated on the photon yield level by the 83mKr model of NEST. These yields
are calculated at a lower stage of the simulation, before the previously discussed
generation of quanta. Thus, the detected discrepancy between skewness parameter
and data does not affect the yield prediction. The NEST 83mKr yield model is
adjusted to directly match 83mKr data measured by different experiments [63, 73].
Its prediction on the S1b/S1a ratio’s field dependence is shown in the right panel
of fig. 7.1. Next to the field, the ratio calculated by NEST depends on a second
parameter. This is the time difference dt between S1a and S1b, which is shown in
the left panel. It takes into account that the 9.4 keV signal size is affected by dt,
as described consistently by [72, 74] and [75]. For dt . 500 ns, an enhancement of
S1b is observed, which is explained with more possibilities for recombination due
to a leftover electron-ion cloud from the preceding S1a. Since this cloud diffuses as
the time difference increases, the influence of this effect gets smaller for larger dt.
The NESTpy implementation does not offer dt as a direct input parameter, thus
the 83mKr yield model is reproduced for the creation of fig. 7.1 and the following
analysis. As visible in fig. 7.1, the absolute impact on S1b/S1a is predicted to be
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Figure 7.2: Left: Histogram of the strict selection obtained in section 4.1 in dt
and NPMTs, S1b. Two populations are visible, indicating a not sufficient data
selection for the S1b peak. Right: The observed populations are separated at
NPMTs, S1b = 80 and plotted in a histogram of the S1b area. The population
with a higher number of contributing PMTs is observed to have a higher S1b
area. Thus, this observation influences the S1b/S1a ratio.

similarly large between dt = 200 ns and dt = 1000 ns at a constant drift field and
between 50 V/cm and 200 V/cm at a constant dt. Since the influence on S1b/S1a is
most sensitive for small dt, the previous rejection of events below 500 ns in fig. 4.7
contributes to the separation of these effects.

7.2 Data preparation

Until now, the S1b decay was only used for the selection and validation of the
32.2 keV events. Therefore, the S1b data themself were not checked for quality. A
plot of the strict selection in NPMTs, S1b and dt (see left panel of fig. 7.2) reveals the
existence of two different populations. Since the calibration data are expected to
have a homogeneous behaviour in all dimensions, this suggests that the data selec-
tion is not optimised for the S1b peaks. The influence on the S1b area is visualised
in the right panel of fig. 7.2 by a separation at NPMTs, S1b = 80. Since the S1b/S1a
ratio depends on the exact position of the S1b peaks, it is also affected by these
two populations. In order to visualise this effect, for both populations S1b/S1a
is calculated. This is done with the separation described above for different slices
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Figure 7.3: S1b/S1a ratios plotted against the central z-positions of axial slices
of the TPC for three event populations. The separation discussed in fig. 7.2
is applied to the S1b/S1a calculation (blue and orange). The result of the two
populations combined (green) lies closer to the population with less contributing
PMTs, since it is weighted stronger due to the higher number of entries.

of the TPC. The events in each slice are fitted in S1a and S1b with a maximum
likelihood estimation and the ratio in each slice is calculated. This is shown in
fig. 7.3. The population with more than 80 contributing PMTs results in a higher
ratio than the population below. Due to the larger population size of the lower
population, the unseparated dataset lies closer to the ratio of the lower population.
Compared to fig. 7.1, the S1b/S1a difference reached by the separation of the two
populations is large and cannot be neglected.
The origin of the two populations is not clear, but it seems to be connected to

the cut in fig. 4.7. This cut, utilising the number of distinct PMTs in S1b, was
placed with the goal of rejecting PMT afterpulses. Since a 9.4 keV peak registered
independently has no reason to be seen by roughly the same PMTs, setting a
lower limit on this variable excludes events where the S1b peak was generated
by afterpulses in the PMTs that were activated by the previous 32.2 keV decay.
This approach would not remove events where both effects occur: the 9.4 keV peak
itself is recorded correctly as the second largest peak in the event, but at the same
time, afterpulses from the previous peak are recorded and added. Due to the
enhancement of the number of distinct PMTs for S1b by the correctly identified
9.4 keV peak, the cut rejecting peaks based only on their distinct channels variable
does not catch these events. Since an afterpulse adds only a small fraction of the
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Figure 7.4: Left: Histogram in z and NPMTs, S1b of the data selection with the
S1b distinct channels cut from fig. 4.7 removed. The transparent dataset in the
background is plotted without additional cuts. The orange points represent the
3σ range of a fitted sum of two Gaussian peaks for different z. The points are
used for an interpolation with polynomials, which is depicted by black lines.
Those are used as cut borders for the selection of the two populations with low
and high numbers of contributing PMTs. Right: The populations selected in
the left panel are plotted in a histogram of dt and NPMTs, S1b. The transparent
events are the same dataset plotted in the background of the left panel.

overall area to the peak, it is not spotted directly in the distribution of the S1b
area. Therefore, a possibility to reject these events is needed.
A possible alternative for the rejection was already indicated in fig. 7.2. Since the

described effect is visible in the absolute number of PMTs contributing to S1b, this
variable is examined more closely. The variable NPMTs, S1b has a dependency on the
height of the event in the TPC. At extreme values of z, the number of contributing
PMTs is smaller. This can be explained with the effect of a larger solid-angle
coverage of a single PMT close to the TPC edges. In order to directly see the effect
of the afterpulses, the cut in fig. 4.7 is revoked. The so defined dataset is plotted
in the background of the histograms in fig. 7.4. In the left panel, the distribution
of NPMTs, S1b over z is shown. This parameter space is used in order to define
a cut separating the two populations while including the position dependence.
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Figure 7.5: Top: After the cut in NPMTs, S1b, the lower population from fig. 7.4
is plotted in a histogram of the number of distinct channels for S1b. Again,
two populations are observed. They are separated by the vertical dashed red
line. Bottom: Histograms in dt and NPMTs, S1b. The two plotted populations are
situated left and right of the separating red line in the top panel.

Therefore, the dataset is divided in z slices and each slice is fitted by a sum of two
Gaussian peaks. A 3σ range around the respective mean values is marked by the
orange points in fig. 7.4. In order to derive a continuous border for the placement
of a cut, the fitted 3σ range is interpolated by polynomials. For this purpose,
the numpy [37] functionality polyfit is used. The two resulting populations are
plotted in the right panel of fig. 7.4, while the transparent background marks the
rejected events. The lower population corresponds to a large part to the lower
one in fig. 7.2, but with a successful rejection of the upper population. Thus, the
cut presented here has a similar effect as the cut on the number of distinct PMTs
given in fig. 4.7, while being more successful at rejecting those specific events.
Some events remain in the lower selection at low time differences. In order

to check if they are removed by the cut in the number of distinct channels, this
variable is examined again. A histogram of the lower population is plotted in
fig. 7.5. Still, two distinguishable populations are observed. An additional cut
in the number of distinct PMTs is performed in the minimum between them. As
visible from the comparison of the two lower panels, this cut successfully removes



83

the remaining peaks at low time differences. With the combination of these two
cuts, the revised population in the lower right panel of fig. 7.5 is obtained and used
in the remainder of this chapter. This results in 145 311 usable events, which is
comparable to the 165 032 events from the strict selection in section 4.1.

7.3 Field assignment

The obtained selection is again divided into z slices. For each slice, two Gaussian
fits are performed in order to determine the means of S1b and S1a. An example of
a fit of the 9.4 keV peak is given in the appendix in fig. A.8. The so obtained values
are used for a calculation of S1b/S1a. Since the two values are obtained by inde-
pendent fits and the detector geometry effects are cancelled out, the uncertainties
of the mean values are considered uncorrelated. Thus, the combined uncertainty
for the ratio is obtained by a Gaussian uncertainty propagation. The resulting
ratios obtained by the fits are depicted by red dots and the scale on the left axis
of fig. 7.6. The same increasing trend in z is observed as in fig. 7.3, indicating an
increasing field strength towards the top of the TPC (cf. fig. 7.1). In a next step,
the NEST model is used for converting each S1b/S1a value into an absolute field
strength. As mentioned above, the 83mKr model depends on a specific value for
the time difference, so that the enhancement of the S1b peak for low dt can be
considered. Since the time difference distribution shows no position dependency,
the arithmetic mean of the time difference distribution is used, yielding 969.8 ns.
The converted values for the field strength are plotted in blue with the scale on the
right axis. The highest and the lowest data point of both axes are aligned. Due
to the nonlinear conversion which can be seen in the right panel of fig. 7.1, the
data points do not directly correspond to the value at the same z-coordinate. For
a better visibility, a distance of 0.5 cm on the z-position is inserted between both
sets of points. The uncertainties of the field values are directly derived from the
S1b/S1a uncertainties. Therefore, the maximum and the minimum ratio inside
the uncertainty range are determined and the corresponding field range is calcu-
lated and used as the uncertainty. Since the transition between field and ratio is
nonlinear, this would lead to asymmetric uncertainty bars. Since the uncertainties
are used for a χ2-fit in the next step, for simplicity the average of both deviations
is calculated and used as a symmetric uncertainty.
A linear fit is employed, describing the field variation as a linear function of

the z-coordinate with the parameters m as the slope and b as the intercept. For
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Figure 7.6: S1b/S1a ratio and assigned field strength against z on two vertical
axes. The left axis with the red points shows the S1b/S1a ratio calculated from
fits of S1a and S1b in various z slices. The blue points are connected to the right
axis. They are obtained using NEST for the conversion of the ratio (red points)
into field values and therefore share the z-coordinate. For a better visibility,
a shift of 0.5 cm is inserted between each pair of points. Due to the nonlinear
relation between ratio and field, red and blue points are not directly stacked,
even though the axes are scaled in a way that the highest and the lowest red and
blue points are aligned. The solid blue line is a linear fit of the field values with
χ2

red = 12.7
45 = 0.28 and belongs to the right axis, as does the dashed horizontal

line. For comparison, this line and the shaded region mark the mean field value
in the fiducial volume of SR1 and its 1σ range.

the fit, a χ2-minimisation is used, such that the previously calculated uncertainty
on the field values are included. The fit yields m = (0.49± 0.04) V/cm2 for the
slope, combined with an intercept of b = (86.3± 2.3) V/cm. The result is plotted
in fig. 7.6 as a solid blue line. Due to the large uncertainties on each data point,
it has a reduced χ2-value of 12.7

45 = 0.28. This indicates an overestimation of the
uncertainties. With maximum likelihood fits used for the calculation of S1b/S1a,
this is not expected, such that the reason for this overestimation is not clear. The
dashed horizontal line marks the field value reported for SR1 of XENON1T [41]
in the fiducial volume, while the shaded range describes its 1σ range.
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With a function for the position dependent field strength, the overall potential
difference causing the field can be analytically calculated compared to the voltage
at the cathode of XENON1T during SR1. With the field strength as the function
E(z), the potential difference is given by

∆U =
z2=0 cm∫

z1=−96 cm

E(z) dz =
z2=0 cm∫

z1=−96 cm

mz + b dz = −
(
m

2 z
2
1 + bz1

)
. (7.1)

Since the gate is located at 0 cm, the upper integral border is dismissed in the
last term of the equation. Inserting m and b together with the cathode posi-
tion of −96 cm, the equation yields ∆U = 6.0 kV. Since there are several factors
contributing to the uncertainty of ∆U , its calculation is not trivial. Next to the
uncertainty bars of the ratio fits, which are already considered by the minimisation,
the uncertainty is affected by three additional factors. First, there is the general
uncertainty of the NEST model itself. Since no reference was published for the
estimation of general uncertainties on the NEST output, this contribution to the
overall uncertainty cannot be quantified. The second contribution originates from
the uncertainties of the parameters from the linear fit and can be directly calcu-
lated. Since they are correlated and both used in eq. (7.1) for the determination
of ∆U , a correlated uncertainty propagation is necessary. For the calculation, the
partial derivatives of ∆U with respect to m and b are required, as well as the error
matrix ε. The overall uncertainty u is then given by

u(∆U) =

√√√√√(∂(∆U)
∂m

, ∂(∆U)
∂b

)
· ε ·

∂(∆U)
∂m

∂(∆U)
∂b

. (7.2)

With iminuit, the error matrix for the two parameters is obtained. The partial
derivates yield

∂(∆U)
∂m

= −z1

2 and ∂(∆U)
∂b

= −z1, (7.3)

where z2 = 0 cm is already considered. Inserting the variables in eq. (7.2), a total
uncertainty of u(∆U) = 96 V is obtained from the fit. The third contribution
originates from the choice of the time difference as a NEST input parameter. At
the moment, the arithmetic mean of the distribution is chosen. Since the time
difference has an asymmetric form, following an exponential decay after the initial
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rise, the mean value does not coincide with the time value with the most entries.
This value is at dt = 840 ns and is considered in the following as a comparison.
Applying the same method as before, using the same fitted ratios with this al-
ternative dt, the integrated potential difference is found to be at (5.7± 0.1) kV.
Compared to (6.0± 0.1) kV with dt given by the arithmetic mean, the two values
are slightly outside of each other’s uncertainty range caused by the linear fit alone.
This indicates that the choice of dt has a relevant uncertainty contribution, which
is not included here. Compared to the actual potential difference between gate
and cathode in SR1 of 8 kV [22], this result is clearly too small. Even with the
additional consideration of dt as a source of uncertainties, such a large deviation
cannot fully be explained.
Under the assumption of a trustworthy NEST field assignment, the discrepancy

might be induced by the strong dependence of S1b/S1a on the data selection, as
discussed earlier in this chapter. Since the assigned field strength and therefore
the potential difference are strongly affected by slight changes of S1b/S1a, a large
influence of the cut placement cannot be excluded. Another possible explanation
is the accuracy of the NEST model itself, whose uncertainty was not considered
due to the lack of information. Its parameters are fitted to measurements1 of
83mKr decays, which are then extrapolated for the different field strengths. Since
the measurements from various detectors are considered, it is possible that simi-
lar selection effects as observed in this chapter are incorporated into the model.
However, with the current approach these two possible effects cannot be separated.
Leaving aside the absolute field strength, the information on the field inhomo-

geneity alone is still valid: at the top of the TPC, a larger field was observed than
at the bottom. A possible usage could be a decoupling approach for the effects
of the inhomogeneity on the calibration data and the light yield map, aiming for
a "true" LY map, independent from the field effects. As previously discussed, the
effect of a varying field strength depends on the deposited energy. Since the light
yield map is used for corrections of data with all possible energy depositions, such
a true LY map could enhance the detector’s reconstruction performance. Another
application could be observing the evolution of the field strength over time. With
83mKr datasets distributed over a complete SR period, time-dependent effects like
indications of TPC wall charge-up behaviour [43] could be monitored. This is
relevant for upcoming experiments, such as XENONnT.

1for example from the PIXeY detector [72]
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8 Commissioning data of the XENONnT experiment

The following chapter exploits data from the commissioning phase of the XENONnT
detector. Thus, all components of the experiment such as the detector data ac-
quisition and data processing were not yet optimised. The data used in this work
were acquired and analysed in order to tune the detector’s operation parameters
for a future science run. Thus, not all parameters were held constant during the
calibration: the liquid level of the LXe between gate and anode was increased
during the data taking from 5 mm to 5.5 mm above the gate. Further details on
the detector’s configuration are given in [76]. This chapter discusses the S1 correc-
tion derived from 88.7 h of 83mKr data that were taken during the commissioning
calibration campaign at the end of January 2021.

Data selection

The data are stored in runs with half an hour duration. They are loaded with the
previously used event_info_double plugin (see section 4.1). For computational
reasons, the runs are loaded with the cuts already applied, using a pre-defined set
of cuts [77]. Summarised, they are given by

• 80 ≤ NPMTs, S1a < 225,

• 25 ≤ NPMTs, S1b < 125,

• 0 ≤ Ndistinct PMTs < 60,

• 750 ns ≤ dt < 2000 ns and

• 2500 PE < S2a area < 20 000 PE.

The S1a and S1b parameter space of the resulting dataset is plotted in fig. 8.1.
Its similarity to the loose selection in fig. 4.6 suggests that the cuts can still be
improved, for example by a further selection in AFTS1a or in the S2 width (as in
[78]). After applying these cuts, the 83mKr dataset contains 318 620 events. This
is an increase of about 90 % compared to the strict selection from the XENON1T
83mKr calibration data converted to straxen (see section 4.1).
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Figure 8.1: Two-dimensional histogram of the XENONnT 83mKr commission-
ing dataset from January 2021 in S1a area and S1b area. Cuts on NPMTs, S1a,
NPMTs, S1b, Ndistinct PMTs, dt and S2a area were applied.

Position reconstruction

Since the development and optimisation of configuration parameters of the analysis
framework for XENONnT is still ongoing, not all required variables and correc-
tions are implemented in straxen at the time of writing this thesis. Therefore,
some parts of the data preparation and processing were performed manually using
custom methods which are developed for future use within straxen after extensive
testing. This includes the calculation of the z-, r- and ϕ-coordinates on which the
S1 correction is calculated. As described in section 3.1, the z-coordinate is recon-
structed based on the electron drift time. For this conversion, the constant drift
velocity depending on the electric field is calculated, based on the detector’s height
and the maximally observed drift time. The XENONnT detector is operated with
an electric field of approximately 18 V/cm [76] during this commissioning data
acquisition, a lower field than for the XENON1T detector. The maximum drift
time of 2381 ms corresponds to interactions directly at the cathode position and
is marked in the left panel of fig. 8.2. With the TPC height of 148.5 cm, a drift
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Figure 8.2: Two-dimensional histograms of the cut 83mKr dataset. Left: The AFT
of the S1a signal and the drift time show an anti-correlated behaviour, since they
are both coupled to the z-position. The maximum drift time is marked by the
vertical red line as the cathode drop-off. Right: The reconstructed z-position is
plotted against the S1a area, showing the effect to be corrected. The red line is
plotted at the cathode position.

velocity of v = 0.624 mm
µs is derived.1 The z-coordinate is obtained by multiplica-

tion of each event’s individual drift time value with v, which is shown in the right
panel of fig. 8.2. The r- and ϕ-coordinates are based on a position reconstruction
method which was also used for x- and y-position of the XENON1T detector. At
the moment, the actual x- and y-positions can be calculated by four different po-
sition reconstruction algorithms [79]. Three of them are based on neural network
models and one uses a maximum likelihood method. The neural network models
are a multilayer perceptron (MLP) model, which is similar to the position recon-
struction used for XENON1T, a convolutional neural network (CNN) model and a
graph convolutional network (GCN) model. Those models were trained and tested
on simulated waveforms for the XENONnT detector. The differences between the
algorithms on the positions do not affect the generation of the S1 correction map,
since the estimated absolute difference is much smaller than the correction map’s

1This approach does not yet consider the time the electrons spend between gate and anode.
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Figure 8.3: Histograms of the radial distribution before (blue) and after (orange)
the application of the field distortion (FD) correction. The outer TPC border is
marked by the vertical, dashed black line.

bin size. Thus, the fastest model (MLP) is chosen for this work. The MLP network
consists of four dense neuron layers. The PMT channels are used as input con-
nected to the two output parameters (x- and y-coordinate). Between those layers,
a total of 57 842 parameters are adjusted during the training phase, such that the
positions for the test data can be predicted accurately. In a next step, the x- and
y-coordinates from the MLP model can be converted into r- and ϕ-coordinates.

Field distortion correction

A field distortion correction taken from [78] is applied, since corrected r-positions
are crucial for a sufficient statistic in the outer TPC bins. The FDC correction
was briefly introduced in section 4.1.1. The result of the position correction on the
radial distribution is shown in fig. 8.3. Without the FDC, the binning of the S1
map is strongly limited by the low statistic at high radii. After the field-distortion
correction, there remains a peak at low radii. This peak can be reduced by further
cuts enhancing the data quality, as described at the data selection.
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Figure 8.4: Relative light yield for XENONnT in each spatial TPC bin. The
circles represent the slices in z. Due to the coarse binning and the detector
commissioning data, the displayed map is at a preliminary stage. Further cali-
bration campaigns under stable science run conditions with 83mKr in XENONnT
will provide a higher statistic and thus allow a finer binning.

S1 map generation

After the FDC is applied, the data are prepared for the generation of a preliminary
relative LY map. The approach is identical as discussed in section 3.4.1 and as
already pursued for the XENON1T data in chapters 4 and 5. Therefore, the TPC
is divided into bins. Since the XENONnT TPC is larger than its predecessor, the
number of spatial bins needs to be increased in order to reach a similar absolute
bin size. The higher number of events compared to the XENON1T dataset is used
for an increase of slices in z from 8 in fig. 4.12 to 15 in fig. 8.4. This decreases
the thickness of a single slice from 11.8 cm to 9.9 cm. Since the LY showed a
stronger dependence on the z-position than on r or ϕ, the binning per slice is left
unchanged, thus increasing the absolute width of a single annulus. The binning
will be changed in future versions of the S1 correction map and optimised to the
available statistic of the first 83mKr calibration data during commissioning. The
fitting of the S1 peak in each bin is done with a maximum likelihood estimation
(see section 4.2) and a one-dimensional Gaussian fit function (see eq. (4.11)). The
resulting map is shown in fig. 8.4. Its properties are very similar to fig. 4.12.
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Figure 8.5: Two-dimensional histogram in cS1a and z of the first calibration data
in the XENONnT detector with 83mKr. The correction is calculated with the
relative light yield map in fig. 8.4.

With 1.47, the relative LY is highest in the middle of the bottom slice and with
0.75 lowest at the edge of the top slice. Close to the bottom of the TPC, there
is a stronger radial variation of the light yield, while in the rest of the TPC, the
variation is mainly observed between the slices. Also, the range of the relative
light yield is similar to the result from XENON1T data. The S1 areas of the
events after the application of the map are shown in fig. 8.5. On the lower end of
the TPC, the cS1a area shows a deviation of its central value compared to other
detector regions. This is caused by the the stronger variation of the S1a area at
the bottom of the TPC compared to the top (see fig. 8.2) in combination with the
coarse binning.
As mentioned above, this is a preliminary version of the S1 correction for a

short 83mKr commissioning calibration campaign. During the first science run,
the detector will be calibrated regularly with 83mKr. With the increased statistic
and an additional selection in the S2 width and AFTS1a, the analysis will be
repeated with a finer binning in z, r and ϕ without a manual application of position
reconstruction and corrections.
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9 Conclusion and outlook

The XENON Dark Matter Project and its experiments XENON1T and the suc-
cessor XENONnT are searching for WIMPs, employing a time projection chamber
(TPC) filled with liquid xenon as a target material. XENONnT is equipped with
the new data processor streaming analysis for XENON (straxen), which processes
the light signal (S1) and the charge signal (S2) caused by an energy deposition
in the detector. In this thesis, straxen is mainly used on reprocessed XENON1T
data in order to prepare for upcoming XENONnT data.
The isotopes 83mKr and 37Ar were used for calibration purposes. Both have the

advantage that they can be mixed homogeneously within the liquid xenon target,
while external sources do not reach the full active volume. After the calibration,
both can be removed without leaving a remaining radioactivity in the TPC. With
2.8 keV, the argon decay has a lower energy deposition in the detector than 83mKr.
The krypton source has a two-stepped decay with a 32.2 keV transition (S1a),
followed by a 9.4 keV decay (S1b). The second decay has a lifetime of 154 ns,
leading to a time difference in the order of a few 100 ns between both decays.
Several signal corrections were performed on S1s and S2s. In general, the S1 needs
to be corrected by a spatial signal size correction, compensating the varying light
yield at different positions in the detector, caused by absorption and reflection
of the light as well as different quantum efficiencies of the PMTs. The electrons
generating the S2 are influenced by electronegative impurities in the xenon target.
The resulting electron lifetime needs to be determined and corrected for.
The focus in this work was on the spatial S1 area correction, which was first de-

rived from the 83mKr calibration data. The preparation of a 83mKr dataset showed
that the correct reconstruction and selection of events with a time difference be-
tween S1a and S1b lower than ∼500 ns is not possible in most cases. Since a
83mKr S1 has a width of ∼200 ns, an improvement of the reconstruction should
be possible. Thus, a further investigation could enhance the statistics available
from the 83mKr source with the same amount of data. With the selected data, the
spatially dependent relative S1 area correction was calculated and applied, assum-
ing a Gaussian S1 signal size distribution of the events. The obtained correction
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factor is between 0.72 and 1.37. Since the achievable spatial resolution of this
correction depends on the available statistics, it would benefit from an improved
83mKr reconstruction.
Apart from this, an electron lifetime for both calibration sources was derived.

For the 83mKr calibration data recorded in February 2017, the lifetime was at
(543.2± 0.7) µs, while the 37Ar data which were recorded during October 2018
yielded (1.13± 0.01) ms. Approximately 50 % of this discrepancy can be explained
by the general lifetime difference between the two science runs of XENON1T. An
additional source-dependent electron lifetime was observed by previous analyses.
The most likely explanation for this is an inhomogeneous electric field causing an
apparent lifetime difference between calibration sources. The electron lifetime was
used as a correction factor for the S2 size depending on the z-position of an event.
A further emphasis was set on the distribution of the S1 peak size and the

modelling of the low-energetic 37Ar S1 signal, which showed a deformation of the
Gaussian shape seen for the 83mKr S1. Therefore, two approaches were intro-
duced: a phenomenological model using an additional threshold function and a
model based on PMT gain calibration. With a simulation of photons reaching the
individual PMTs, the hypothesis of the threshold behaviour being solely caused
by geometric detector effects was rejected, favouring the latter description.
Further investigating this deformation of the S1 area distribution towards smaller

areas, the noble element scintillation technique (NEST) software was introduced.
NEST can predict electron and photon yields in liquid xenon for a given deposited
energy and electric field value. Those yields were used for a prediction of the
generated number of electrons and photons, employing a skew-Gaussian recombi-
nation model described by the skewness parameter α. This recombination model
implemented in NEST was successfully employed in order to describe the defor-
mation of the S1 37Ar data with α = 1.89± 0.02. Here, a contradiction between
the application to the data and the NEST simulation was observed, since the
simulation yielded a negative skewness of α = −1.90± 0.01. As a further investi-
gation, a combined model of a detection threshold and the skewness model could
be considered in future studies. However, also a comparison with 37Ar S2 signals
(simulated: α = 2.28 +−0.01, observed: α = 1.12± 0.02) and the 83mKr S1 data
(simulated: α = −2.15, observed: α = 0.91± 0.28) showed that the parameter
prediction obtained by a usage of NEST does not agree with the data.
In all previous chapters a homogeneous electric field was assumed. The homo-
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geneity of the drift field was investigated with a method based on the ratio of
the two S1s from 83mKr decays. The S1a is more sensitive to a varying electric
field strength than the S1b. Thus, the ratio of the two signal sizes depends on
the local field strength, while the geometric detector effects are cancelled. This
allowed a qualitative observation of a varying field and resulted in the observation
that the field strength increased towards the top of the TPC. With the NEST
model, it was possible to obtain a prediction on the S1b/S1a ratio from the light
yields at different field strengths. In this way, NEST was employed for an assign-
ment of absolute field values to the measured S1b/S1a ratios. A minimum value of
(35.9± 6.0) V/cm and a maximum of (90.1± 8.9) V/cm was found, which includes
the (81± 6) V/cm specified for the fiducial volume of XENON1T during the first
science run. An integration of the electric field over the TPC led to an estimated
total potential difference of (6.0± 0.1) kV between cathode and gate, compared
to an actual value of 8 kV. Those two values show a discrepancy not covered by
the uncertainty interval. A possible explanation is the observed dependency of
the S1b/S1a ratio on the data selection. Moreover, the NEST model could not be
suitable for the description of such small field differences. However, these two pos-
sible effects cannot be separated with this method. Underestimated uncertainties
could also lead to the discrepancy. One uncertainty factor is the choice of the time
difference dt between S1a and S1b for the field assignment, since the enhancement
of S1b especially for dt . 500 ns is considered by the NEST model. In a further
investigation, this could be avoided by the choice of a more direct approach, where
instead of employing an average time difference each event is evaluated separately.
The evaluation of position dependent field variations would then be done directly
with the individual events. This could also allow an easy variation of the consid-
ered spatial regions of the TPC, for example for the observation of radial effects.
A further step could be the observation of the field strength over time. This could
either be done with additional 83mKr runs from SR1 of XENON1T, or it could be
planned for the upcoming calibration campaigns of XENONnT.
The last chapter utilises XENONnT commissioning data for a first application

of straxen to the new data. The calculation and execution of the S1 correction
demonstrates the successful preparation for the new experiment. The S1 correc-
tion for 83mKr data derived in this thesis will be implemented as a part of straxen’s
correction management system. Based on a larger dataset from further calibra-
tion campaigns, the binning will become finer with the increasing statistic as the
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first science run is evaluated. Thus, the knowledge of the response to calibration
data will be enhanced. The upcoming science data taking of XENONnT will be
supported with the calculated S1 correction. The influence by the considered field
inhomogeneities for different energies should be investigated further and reduced
in the future.
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A Additional plots

Figure A.1: The complete krypton dataset is plotted in a histogram in the number
of channels contributing to S1a. The red lines mark the borders of the cut.

Figure A.2: The krypton preselection is plotted in a histogram in the number of
channels contributing to S1b. The red lines mark the borders of the cut.

Figure A.3: The krypton preselection is plotted in a histogram in the number of
distinct channels of S1b. The red line marks the upper limit.
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Figure A.4: Relative LY map based on the loose 83mKr selection. The higher
statistic is utilised for a higher number of z slices and annuli.
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Figure A.5: Two-dimensional histogram of the loose 83mKr selection in z and
corrected S1 area. The correction is done with fig. A.4 and with the default
value of 6 nearest neighbours for the interpolation.

Figure A.6: Effect of different fixed thresholds in the fit of the 37Ar data with
eq. (5.1) on the mean value µx (upper panel) and the relative light yield (lower
panel). The width of the threshold is in all cases fixed to wthr = 3 PE.
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Figure A.7: Colour map of the relative LY as a result of the skew-Gaussian fit
to the 37Ar data. Each circle represents a z slice of the TPC.

Figure A.8: Histogram of the S1b area in an example bin. A Gaussian fit (blue
line) is done with a Poisson likelihood function. The residuals are plotted in the
lower panel. The resulting mean value is marked with a vertical dashed line.
The fit has a reconstructed reduced χ2-value of 1.46 at 85 degrees of freedom.
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