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Abstract Reliable methods for the optical acquisition of
three-dimensional (3D) coordinates like the fringe projec-
tion technique or 3D laser scanning are sensible to object
movements because they require the recording of a sequence
of images. In contrast, techniques using the projection of a
random pattern reduce the measurement time to a single ex-
posure time.

A method is presented which allows the 3D acquisition
of a surface from a single stereo image pair by projecting
a laser speckle pattern. The use of a laser enables a simple
design of the projection device as well as a suppression of
ambient light by narrow band-pass filtering. Corresponding
image points are determined by a digital image correlation
algorithm. In order to optimize the introduced method, the
influence of various parameters on the number and accuracy
of the determined 3D coordinates is analyzed on the basis of
comparative measurements with the fringe projection tech-
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nique. It is demonstrated that the introduced approach al-
lows the acquisition of 3D data of skin surfaces.

1 Introduction

Photogrammetry allows the acquisition of three-dimensional
(3D) coordinates from (at least two) photographic images
by triangulation. It represents a non-contact, non-destructive
technology to measure object surfaces. A crucial step in this
process is the identification of corresponding image points
in the individual images. In order to automate this analy-
sis and to increase the reliability, resolution and accuracy of
the results, pattern projection techniques are widely used.
Perhaps the most common approach is the fringe projection
technique [1-3]. It uses a sequence of binary and/or sinu-
soidal fringe patterns which allows a localization of surface
points in the recorded digital images with subpixel accu-
racy and automatic calculation of a high-resolution cloud of
3D coordinates. Due to its sequential recording process, it
is quite sensible to object movements. Similar results can
be obtained by laser scanning, where a single line of laser
light is swept across the object, which takes even more time
at high resolutions. Therefore, techniques are desirable that
allow the automated acquisition of 3D coordinates from a
single (stereo-) image pair. In this way, the measurement
time will be reduced to the single exposure time of the cam-
eras, thus enhancing the reliability of non-stationary mea-
surements.

Proposed approaches include the projection of a single
coded or random light pattern [4-7]. In material analysis,
spray paint is widely used to create a random pattern that
is fixed to the surface. Thus, not only the shape but also
displacements and strains can be measured [8—11]. How-
ever, for in vivo measurements, e.g. of skin surfaces, this
approach is unsuitable.
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In this contribution a method is presented that utilizes a
laser speckle pattern [12] instead. While in speckle metrol-
ogy usually the analyzed speckle pattern is formed at the sur-
face of the object under investigation, e.g. in digital speckle
photography [13, 14], in our approach the speckle pattern is
generated by a ground glass and projected onto the object’s
surface. As the pattern is monochromatic, the influence of
ambient light can be minimized by equipping the cameras
with suitable band-pass filters. Compared to the use of video
projectors, this approach offers the prospect of simpler and
more compact systems.

2 Theoretical background of photogrammetry and
digital image correlation

A reasonable model to describe image formation with com-
monly used lenses is the pinhole camera model [15]. The re-
lationship between a point M = (X, ¥, Z)T in space and its
projection m in the image plane of a camera with pixel co-
ordinates (1, v)T (Fig. 1) can be described in homogeneous
coordinates by

u fu O py i1 ri2 ri3oh
s-lv]=[0 fu po|-|1r2m 12 r3 B
1 0 0 1 r31 rip rz 13
K [R]t]
X
Y
, 1
, (1)
1

where s is an arbitrary scaling factor. The parameters of the
translation vector t = (;) and the rotation matrix R = [r;;]
relate the world coordinate system (XY Z) to the camera co-
ordinate system (XcYcZc) and are referred to as external
camera parameters. The camera calibration matrix K on the
other hand includes the internal camera parameters. f, and

Fig. 1 Mapping of a point M = (X, Y, Z)T in space to its image
m = (u, v)" in the image plane
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fv represent the focal length f of the camera in terms of
(horizontal and vertical) pixel dimensions, i.e. the distance
between the image plane and the center of projection C (the
camera center, which is also the origin of the camera coor-
dinate system). (p,, p,)T describes the position of the prin-
cipal point p, i.e. the intersection point of the image plane
and the line through the camera center perpendicular to the
image plane, in terms of pixel dimensions.

The internal and external parameters as well as additional
parameters describing lens distortions are determined in a
calibration process. For this purpose, we use the approach
of Zhang [16], which only requires an easy-to-manufacture
plane calibration object.

In order to calculate 3D data, at least two images of the
object under investigation from different points of view are
required, in which an identification of corresponding image
points, i.e. points that are images of the same 3D point, can
be performed. In our case two cameras are used, recording
a pair of stereo images. Solving (1) for object coordinates
X, Y, Z in such a stereo case leads to a (overdetermined) sys-
tem of four equations, which can be solved, e.g. by utilizing
singular value decomposition (SVD) [17], thus obtaining a
least squares solution.

While in conventional photogrammetry the identification
of corresponding image points is done manually, here the
digital image correlation technique (DIC) [18, 19] is ap-
plied. This method has been widely used for deformation
analysis but may also be applied to determine stereo image
correspondences [8—11, 20]. Its principle consists in match-
ing subsets of different digital images by maximizing an ap-
propriate similarity parameter. Depending on the shape of
the object surface and the chosen perspectives, the corre-
sponding image regions might differ considerably. Hence, a
DIC algorithm for large deformations proposed by Lu and
Cary [21] is used.

In order to determine the point (u, v;) in the second im-
age that corresponds to an image point (g, vg) in the first
image, a square subset around (uq, vg) in the first image is
analyzed. Following [21], the mapping of each point (i, v)
in this subset to the position of the corresponding point
(u’, v') in the second image is approximated by

1
u/=u+U0+UuAu+UUAv+§UWAu2
1 2
+ EUUUAv + UypAuAv, (2a)
/ 1 2
v =v+V0+VuAu+VUAv+§VWAu
1 2
+ =V Av® + V,y AulAv, (2b)

2

with Au = u — ug, Av=v — vg. (Uy, Vo) describes the dis-
placement of the subset center in relation to (u¢, vg), which
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leads to the sought-after point (ug, v)). Uy, Uy, Vi, V, are
the components of the first-order displacement gradient
and Uy, Uyy, Uyy, Viuu, Vv, Vi are the components of the
second-order displacement gradient. In order to compensate
a possible intensity offset between the observed subset in
the first image and the corresponding region in the second
image, a parameter W is introduced.

Let the 13 mapping parameters Uy, Vo, Uy, Uy, Vi, Vy,
Uuus -, Vyy, W be the components of a vector P and let
f(u,v) and g(u, v) be the discrete gray level distributions
of the first and second images, respectively. Then the opti-
mum values for the mapping parameters for a (2m + 1) x
(2m + 1) pixels subset of the first image are determined by
minimizing the least squares correlation coefficient [19, 21]

Sy ) — (g v — WP
Yo L, 0)]? '

This is done numerically by calculating the roots of its gra-
dient VC(P). For this purpose, we use an algorithm based
on Powell’s hybrid method [22]. In this process the neces-
sary Hessian matrix VVC(P) is approximated as proposed
by Vendroux and Knauss [19] to reduce the computational
effort. The calculation of VC (P) requires knowledge of gray
levels at positions between pixels in the second image. Fur-
thermore, Vg(u’, v') has to be known to calculate VC (P)
and VVC(P). For these purposes, bicubic spline interpola-
tion is applied.

In order to simplify the correspondence analysis, the im-
age pair is rectified in advance. This means that the image
planes of both cameras are transformed in such a way that
pairs of conjugate epipolar lines become collinear and par-
allel to (in our case) the horizontal image axis [23]. In the
resulting rectified images, corresponding image points are
located on the same horizontal line and the correspondence
search can therefore be reduced to a search along an im-
age row. Thus, for rectified images as described above, (2b)
can be reduced to v’ = v, so that only seven instead of 13
mapping parameters remain to be calculated. This leads to
a reduction of computational complexity and a more stable
numerical configuration.

3

3 Experimental setup

Figure 2 shows the experimental setup. The beam of a
Nd:YAG cw laser with a wavelength of 532 nm and a
maximum power of 21 mW (LCS-DTL-112A from Laser-
compact, Moscow, Russia) is focussed by a lens (f =
80 mm) and passes a ground glass that generates a speckle
pattern. This speckle pattern is projected onto the object un-
der investigation and recorded by two monochrome CCD
cameras with a spatial resolution of 1280 x 960 pixels and
256 gray levels (DMK 41BF02 from The Imaging Source,

camera 1

ol
lens

o

laser
J!

camera 2

Fig.2 Top view of the experimental setup. « is the triangulation angle,
b the distance between the cameras’ centers of projection

Fig. 3 Images of camera 1 (left) and camera 2 (right) recorded in the
described experimental setup showing a spherical surface illuminated
by a laser speckle pattern

Bremen, Germany). Equipped with 25 mm 1:1.4 C-Mount
lenses (Pentax B2514D(TH), selected aperture: 5.6) the
cameras are connected to a computer (via IEEE 1394 inter-
faces) which is used to control the cameras and to evaluate
the data.

The average size of the projected speckles is adjusted by
changing the distance between lens and ground glass (in the
direction of the optical axis), the image brightness by regu-
lating the power of the laser and the exposure time of the
cameras. If not stated otherwise, a power of 18 mW and
an exposure time of 0.25 s are chosen. The distance be-
tween measurement system and object under investigation
amounts to 100 cm, the cameras are separated by b = 54 cm.
Thus, a triangulation angle of o &~ 30° results. The size of
the measuring field is approximately 24 x 18 cm?.

For the optimization analysis, a white painted skittles ball
with a radius of 9 cm serves as test object. A typical pair of
measurement images acquired by the described experimen-
tal setup is shown in Fig. 3. In order to determine the ac-
curacy of the introduced measurement system, comparison
measurements using the fringe projection technique [3] are
performed employing an additional video projector (NEC
LT170) placed between the cameras.

For camera calibration, a plane pattern of 48 circular
marks with known coordinates is recorded in five different
orientations with each camera. From these images the inter-
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nal and external parameters as well as the lens distortion pa-
rameters are calculated for both cameras. The exterior orien-
tations of the cameras referring to a common world coordi-
nate system are calculated from an image pair of the calibra-
tion pattern that is recorded simultaneously with both cam-
eras. Once the camera system is calibrated, an image pair
of the object under investigation illuminated with a speckle
pattern is taken. The calibration data are used to rectify these
measurement images and to remove lens distortions. As for
all further computations that require an evaluation of sub-
pixel gray levels, bicubic spline interpolation is utilized. Af-
terwards, the original and the processed images are low-
pass filtered in order to eliminate high-frequency noise (see
Sect. 4.2). Then a grid of points with vertical and horizon-
tal distances of 22 pixels in the first camera’s (rectified and
undistorted) image is defined. These points are processed
row-wise, and the corresponding image points in the second
camera’s image are determined by correlation.

The correlation process consists of two steps. First, a
rough estimate of the horizontal displacement Uy and the
first-order displacement gradient U, is determined because
these are empirically the dominating mapping parameters.
For this purpose, the correlation coefficient C(P) is calcu-
lated for a series of values for Uy and U, from predefined
intervals while all other mapping parameters are set to zero.
The parameter set that results in the smallest correlation co-
efficient gives a first estimate for the position of the corre-
sponding point in the second image.

The iterative correlation algorithm is basically imple-
mented as described in Sect. 2. The roots of the gradient
of the correlation coefficient are obtained by a routine based
on the MINPACK routine HYBRDJ [22]. In order to avoid
numerical errors, the gray levels for calculating the gradi-
ent and the Hessian matrix of the correlation coefficient are
directly determined from the original (un-rectified, but low-
pass-filtered) images [20]. After the correspondence analy-
sis is completed, outliers are removed based on the presump-
tion that the order of points along an epipolar line in one im-
age is the same as the order of the corresponding points on
the corresponding epipolar line in the other image. Finally,
the associated 3D points are computed from valid correspon-
dences as described in Sect. 2.

For the comparison of the measurement results that
are obtained with different experimental parameters (see
Sect. 4), three parameters are introduced: (i) the total num-
ber of (presumably valid) found correspondences n., (ii) the
average Euclidian deviation § of the 3D data determined
by correlation to reference data obtained by the fringe pro-
jection technique, (iii) a parameter denoted as the corre-
spondence index «k, which combines n. and §. In order to
prevent outliers that were not detected automatically from
dominating the average deviations, the data with deviations
exceeding the 90th percentile are ignored in averaging (this
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value has proven to be an adequate choice). We define the
parameter k as

2
K= (E> 51 4)
ny

where n, denotes the number of reference points. Using a
sampling raster with horizontal and vertical spacings of 22
pixels, the fringe projection technique allows the calcula-
tion of about 1200 3D points of the sphere’s surface in the
previously described experimental setup. The ratio of found
correspondences to reference points is squared to increase
its influence on the correspondence index. A larger value
of « is interpreted as an indicator for a better measurement
in terms of accuracy and density of obtained 3D points.

The average speckle size is determined based on the two-
dimensional autocorrelation function of a selected region of
interest (after filtering). The row in which the autocorrela-
tion function reaches its maximum is approximated by a
fitting function that combines a Gaussian function with a
second-order polynomial. We define the full width at half
maximum of this Gaussian function as the average speckle
size.

4 Experimental results and discussion
4.1 Subset and speckle size

First, the influence of the average speckle size and the size
of the subsets in the correlation process is investigated. For
this purpose, a series of measurements with average speckle
sizes ranging from 3.0 to 19.5 pixels is evaluated using sub-
sets with widths between nine and 63 pixels.

The images are filtered with an ideal low-pass filter (¢ =
1.0, see Sect. 4.2).

Figure 4 shows (a) the average deviation § of the cal-
culated 3D points from the reference data, (b) the number
of found correspondences n. and (c) the correspondence
index « vs. the width of the square subsets for different
average speckle sizes. The smallest average deviations can
be achieved by using small speckles together with a subset
width in the range from 21 to 33 pixels. The largest numbers
of correspondences are found for medium and large speck-
les combined with medium or large subsets (Fig. 4b). As
indicated by the correspondence index « (Fig. 4c), the best
results are obtained by using speckles with an average di-
ameter of 7.2 pixels in combination with a 33 x 33 pixels
subset (8 = 0.103 mm, n. = 889).

The results which are depicted in Fig. 4 show that the
sizes of the speckles and of the subsets considerably influ-
ence the number of found correspondences and the accu-
racy. With increasing subset size as well as with decreasing
speckle size, the subsets contain more information in terms
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Fig. 4 Average deviation § (a), number of found correspondences
n. (b) and correspondence index « (c) as functions of the subset width
for different average speckle sizes dspeckle

of gray level variation. This results in a higher accuracy and
a larger number of successfully determined correspondences
as long as the speckles do not become too small or the sub-
sets too large. The projected speckles should be larger than
occurring subjective speckles and other forms of noise, in
our case on average at least 4.4 pixels. This allows the noise
to be removed efficiently by low-pass filtering without re-
moving the projected speckles (the signal/information), too.
The subsets should be small enough to enable the descrip-
tion of the real transformation by the mapping approach
used. This requirement implies that the optimal subset size
depends on the shape of the object (the flatter the surface,
the larger the subsets can be chosen). Furthermore, if the
speckles are too small in relation to the subsets, it will be
more likely that the correlation algorithm will fail.

4.2 Image filtering

Due to the coherence of the laser light, subjective speck-
les occur in the measurement images in addition to the pro-
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Fig. 5 Correspondence index « for different types of digital fil-
ters (‘low-pass’ = ideal low-pass filter; ‘Butterworth’ = Butterworth
low-pass filter). The dotted line shows the resulting value of ¥ without
filtering

jected speckle pattern. These subjective speckle patterns in
both images are different and thus are expected to affect the
correlation process. Hence, the application of several digi-
tal image filters is investigated. A Gaussian filter, an average
filter and a median filter as well as an ideal low-pass and
a second-order Butterworth low-pass filter are applied. The
amount of the smoothing effect for the first three filter types
is adjusted by the width of the filter window/kernel ager-
The effect of the ideal low-pass filter and the Butterworth
low-pass filter is specified by their cut-off frequency vy that
we define as
/
vp = eV Ml )
2

where ¢ is an arbitrary but non-negative value and xy and
xy, are the abscissae of the turning points of a Gaussian fit-
ting function to the row-wise summed up absolute values of
the Fourier transform of the image. According to their defi-
nitions, larger values for ager as well as smaller values for
& mean stronger smoothing. In order to determine appropri-
ate values for ¢ and agjeer, @ measurement with an average
speckle diameter of 7.2 pixels (for an ideal low-pass filter,
e = 1.0) is evaluated with 33 x 33 pixels subsets and differ-
ent filter settings.

Figure 5 shows the correspondence index « for the in-
vestigated filter configurations. The best results are ob-
tained with the Butterworth low-pass filter with ¢ = 0.75.
Compared to the results obtained without filtering (8 =
0.192 mm, n. = 704), the average deviation is reduced by
50% and the number of found correspondences is increased
by 33% (8 = 0.097 mm, n. = 934).

These results clearly show that the high-frequency noise
originating from various sources like subjective speckles,
quantization error, sensor noise, etc., strongly complicates
the correlation process. This noise differs between images;
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thus, it reduces the similarity between corresponding im-
age areas and therefore makes appropriate filtering a cru-
cial preprocessing step. However, overdoing smoothing may
worsen the result as too much information (gray level vari-
ation) is lost. Hence, the filter parameters have to be chosen
carefully considering the size of the structures to eliminate
or to preserve.

4.3 Triangulation angle

The perspective differences between both cameras can be
reduced by decreasing their distance b (Fig. 2). In this way,
a more accurate correspondence analysis may be expected
but, on the other hand, reducing the triangulation angle «
results in an increased triangulation error [24]. In order to
evaluate the influence of the triangulation angle «, four mea-
surements with different distances b are carried out. The im-
ages are filtered by a Butterworth low-pass filter (¢ = 0.75)
as this filter turned out to be the best approach in the previ-
ous analysis. The average speckle diameter is 8.5 pixels (this
corresponds to a speckle diameter of 7.2 pixels after filtering
with the ideal low-pass filter and ¢ = 1.00), and subsets of
33 x 33 pixels are used. For each triangulation angle, a com-
parative measurement with the fringe projection method is
performed.

The number of found correspondences . and the average
deviation both for all found correspondences 8 and for those
ones localized in the center area of the field of view 8’ are de-
picted for four different triangulation angles in Fig. 6. The
results show that n. decreases almost linearly with an in-
creasing triangulation angle «. The average deviation in the
center of the field of view decreases monotonically. Like-
wise, the overall average deviation decreases, at least for
small to medium angles. A triangulation angle of ~22° turns
out to be an appropriate compromise between accuracy and
amount of measured 3D points.

These results qualitatively meet the expectations, i.e. a
smaller angle reduces the perspective differences and there-
fore simplifies the correspondence analysis. Thus, more cor-
respondences are found, which additionally are presumably
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Fig. 6 Number of found correspondences 7., average deviation for all

found correspondences § and for those located in the center of the field
of view &8’ as functions of the triangulation angle o
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more accurate than those obtained with larger triangulation
angles. Of course, the increase in the number of found cor-
respondences also traces back to the fact that the overlap
of the surface areas which are imaged by both cameras is
larger for smaller triangulation angles. Nevertheless, due to
the increasing triangulation error (for decreasing triangula-
tion angles) the deviations of the calculated 3D coordinates
are larger. For our measurements of a sphere, a triangulation
angle of around 22° turns out to be an appropriate compro-
mise but, depending on the depth structure of the object, a
smaller or larger angle may be preferred.

4.4 Brightness of the imaged speckle pattern

To investigate the influence of the image brightness on the
correlation algorithm, a series of measurements with differ-
ent laser intensities is carried out. The images are filtered
with a Butterworth low-pass filter (¢ = 0.75), the subset
width amounts to 33 pixels and the average speckle size to
8.5 pixels. An exposure time of 2 s is chosen. The brightness
of the imaged speckle pattern is defined as the average gray
level g in a subset of 600 x 600 pixels around the center of
the image of camera 1.

In Fig. 7 the average deviation & and the number of found
correspondences n. are depicted as functions of the aver-
age gray level g of the imaged speckle pattern. The curves
show that n. increases with increasing brightness while &
decreases until an average gray level of approximately 100,
then rises again and finally starts to fluctuate. The correspon-
dence index « (not shown) indicates that the best overall re-
sults are obtained for g &~ 170 and g ~ 180.

In order to evaluate whether it is possible to improve the
results of measurements with dark speckle patterns by a sub-
sequent scaling of the gray levels, the images of a measure-
ment with g &~ 12 are scaled to an average gray level of 175
by multiplying the gray levels with a factor of 23 before fil-
tering (values higher than 255 are reduced to 255). Evaluat-
ing these modified images results in similar values for n. and
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£ 0.06 1600 =°
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0.04 1 — {400

—a— 5
0.02 o n| 1200

00 ————————————————0
0 25 50 75 100125150175200225

g
Fig. 7 Average deviation § and number of found correspondences 7,
as functions of the average gray level g of the imaged speckle pattern.

The data points marked by arrows are obtained by rescaling the gray
levels
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8 as obtained with the original measurement with g ~ 170
(Fig. 7).

With increasing intensities dark speckles become more
visible, but at the same time bright speckles are overexposed
and gray level variations are clipped. However, the stronger
weighting of darker speckles seems to compensate the loss
of information from clipping. A reason could be that the
uniformity of the distribution of speckles in the subsets in-
creases, thus allowing a more precise and robust correspon-
dence analysis. As the results show, raising the image bright-
ness after the measurement by multiplying the gray levels
and cutting off values over 255 leads to the same positive ef-
fects as increasing the laser light intensity. The scaling also
amplifies the noise and can reduce the number of occurring
gray scales, but these drawbacks are mostly compensated by
low-pass filtering afterwards.

4.5 Comparison with the fringe projection technique

In order to compare the accuracy of the presented speckle
correlation method with that of the fringe projection tech-
nique, a sphere function is fitted to both the 3D data result-
ing from the speckle correlation measurement with g ~ 180
in Sect. 4.4 and the reference data. It is assumed that the in-
vestigated skittles ball (radius: 90.0 £ 0.5 mm) represents
an ideal sphere. The fit results for the speckle correlation
method in a radius of 89.96 mm. The corresponding average
deviation of the measured data is 0.058 mm.

For the reference data obtained by the fringe projection
technique, a radius of 89.93 mm and an average deviation of
0.019 mm are determined. These results indicate that fringe
projection yields an approximately three times higher accu-
racy compared to speckle correlation. Furthermore, it sup-
ports the assumption that 3D data acquired by fringe projec-
tion can be used as reference data.

The lateral resolution that can be obtained by the fringe
projection method corresponds to one pixel/image height.
In the case of the speckle correlation method, this figure is
limited by the chosen subset size [25]. In the presented case,
a minimum of approximately 20 x 20 pixels is required to
obtain both a sufficient accuracy and a reasonable number
of 3D data points.

4.6 Acquisition of the shape of a human hand

In order to demonstrate the application of the technique for
measuring skin surfaces, the shape of a hand is acquired.
For this purpose, the palm is aligned orthogonally to the
optical axis of the camera system. Based on the previously
described results, a triangulation angle of 23° is used. The
average speckle size is chosen to be eight pixels, the subset
width amounts to 33 pixels. With an exposure time of 1 s
and a laser power of 20 mW (the intensity on the skin is less

Fig. 8 Result of a measurement of a hand

than 0.4 W/m?), an average gray level of 30 results, which
is scaled up to 95 for the correspondence search. The images
are filtered by a Butterworth low-pass filter (¢ = 0.75). Us-
ing a sampling raster with horizontal and vertical spacings
of 11 pixels, 3900 3D points are obtained. Figure 8 shows
the result. It demonstrates that the method is able to acquire
the surface of dermal surfaces in vivo.

5 Conclusion

A technique has been presented that allows the acquisition
of the 3D shape of a surface from a single stereo image pair
through digital image correlation, employing a projected
laser speckle pattern. It is demonstrated that noise arising
from subjective speckles can be suppressed by appropriate
low-pass filtering. Parameters like the triangulation angle,
the size of the subsets in the correlation process and the av-
erage speckle size, which influence the resulting accuracy
as well as the number of calculated 3D points, have been
optimized. On the other hand, the average brightness of the
speckles showed only minor influence.

As demonstrated by a sample measurement, the pre-
sented approach is capable of obtaining 3D data of skin
surfaces. However, due to the particular optical properties
of skin, further investigations are necessary to optimize the
presented technique for this application. Compared to white
light techniques like fringe or random pattern projection
methods, the achievable accuracy is significantly lower due
to laser speckle noise, although further improvements of ac-
curacy and robustness might be achieved, e.g. by an adap-
tive subset size [26] and the use of rotating ground glasses
in front of the cameras to reduce subjective speckles in the
images. An advantage of the speckle correlation approach
is the achievable measurement time, which only depends on
the illumination intensity. Using a pulsed laser, the measure-
ment time could be easily reduced to less than a microsec-
ond. Post processing in its current (non-optimized) imple-
mentation still takes several minutes (fringe projection tech-
nique: <2 s), but the performance will benefit automatically
from future faster hardware.

However, the key advantages of the presented method are
its robustness against ambient light when using appropriate

@ Springer



456

M. Dekiff et al.

narrow band-pass filters and the simple optical setup, which

is

particularly suited for combination with other laser based

measurement techniques like electronic speckle pattern in-
terferometry (ESPI).
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