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Carlos Zednik, PhD (Eindhoven): 
Disentangling XAI Concepts: 
Explanation, Interpretation, and 
Justification 

Prof. Dr. Eva Schmidt (Dortmund): 
Reasons of AI Systems 

Dr. Astrid Schomäcker (Bayreuth): 
That’s not fair! Explainability as a 
means to increase algorithmic fairness 

Prof. Dr. Kristian Kersting 
(Darmstadt): Where there is much light, 
the shadow is deep. XAI and Large 
Language Models  

Prof. Dr. Florian Boge (Dortmund): Put 
it to the Test: Getting Serious about 
Explanations in Explainable Artificial 
Intelligence 

Dr. Thomas Grote (Tübingen): The 
Double-Standard Problem in Medical ML 
Solved: Why Explainability Matters 

To find out more about the program and how to 
register, visit: 
https://www.uni-muenster.de/CeNoS/InterKIWWU/
veranstaltungen/EoAIuE

Prof. Dr. Benjamin Risse (Münster): 
Unintuitive? Yes.— Intelligent? No! 
From poorly chosen scientific 
terminology to superfluous AI 
questions 

Dr. Stefan Roski (Münster/Hamburg): 
Explanations and Explainability 

Dr. Paul Näger (Münster): Basics of 
AI Ethics 

— Colloquium — 

Prof. Dr. Gitta Kutyniok (München): 
A Mathematical Perspective on Legal 
Requirements of the EU AI Act: From 
the Right to Explain to Neuromorphic 
Computing 

Philosophical-conceptual questions meet applications

Interdisciplinary audience  

and undergraduates are welcome!


