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Abstract
We explore the bifurcation structure of a modified Cahn–Hilliard equation that describes a system that may undergo a first-order phase transition and is kept permanently out of equilibrium by a lateral driving. This forms a simple model, e.g., for the deposition of stripe patterns of different phases of surfactant molecules through Langmuir–Blodgett transfer. Employing continuation techniques the bifurcation structure is numerically investigated using the non-dimensional transfer velocity as the main control parameter. It is found that the snaking structure of steady front states is intertwined with a large number of branches of time-periodic solutions that emerge from Hopf or period-doubling bifurcations and end in global bifurcations (sniper and homoclinic). Overall the bifurcation diagram has a harp-like appearance. This is complemented by a two-parameter study in non-dimensional transfer velocity and domain size (as a measure of the distance to the phase transition threshold) that elucidates through which local and global codimension 2 bifurcations the entire harp-like structure emerges.
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1. Introduction

Pattern formation that occurs at moving three-phase contact lines, e.g., where a liquid recedes or advances on a solid substrate under a gas atmosphere, poses significant challenges to both the experimentalist and the theoretician. A prominent example are deposition patterns, like a ring-shaped coffee stain [1], that result from a dynamic process that involves hydrodynamic flow of a solution or suspension, the dynamics of the contact line and evaporation of the solvent [2,3]. The problem is significantly enriched by a surface activity of the solute, i.e. by the presence of surfactants, as then Marangoni forces resulting from spatially inhomogeneous surface tensions are induced by concentration gradients [4]. Although the creation or avoidance of deposition patterns is of high practical relevance [2] and experiments show that a large number of systems produce a wide variety of patterns [3], the understanding and control of this entire class of pattern formation processes is not yet well developed. Here we discuss a reduced model for the deposition of line patterns of surfactant molecules on a plate that is withdrawn from a water-filled trough covered by a floating surfactant monolayer and numerically analyse its solution and bifurcation behaviour. This shall allow us to better understand how the emergence of deposition patterns in out-of-equilibrium situations is related to equilibrium phase transitions that occur in the same system when considered without driving.

A frequently used mathematical framework for problems where the evolution of a free surface of a film or shallow droplet on a substrate needs to be described is the long-wave (or lubrication) approximation [5]. Assuming that all relevant fields have small gradients parallel to the solid substrate the governing hydrodynamic transport equations and boundary conditions (BCs) are asymptotically reduced to a single (for single layers of simple liquids [5–8]) or coupled (for two or more layers of simple liquids, or various complex liquids [4, 9–11]) fourth-order, strongly nonlinear partial differential equations that describe the evolution of film thickness profile(s) and pertinent concentration field(s). Up to now only a few works investigate the deposition of regular one-dimensional line patterns with such long-wave models [12–15]—mainly through direct time simulations of the derived long-wave evolution equations. Although this allows one to determine parameter regions where line patterns may be deposited, the technique is less than ideal when it comes to understanding the onset of patterning: the time-simulation results support several hypotheses regarding the role of local and global bifurcations in the patterning process (see, in particular, section 3.4 of [14] and the concluding paragraph of [15]) but they provide at best an incomplete picture of the bifurcation structure, in particular as they are not able to reveal unstable solutions that might coexist with the stable solutions that correspond to the deposition. A deeper analysis is asked for, if one wants to clearly identify the involved bifurcation types and to understand the entire underlying bifurcation structure.

Here, we focus on the Langmuir–Blodgett transfer of an insoluble monolayer of surfactant from the surface of a water bath onto a plate that is drawn out of the bath as sketched in figure 1. If one uses a suitable amphiphilic molecule as surfactant at conditions sufficiently close to a first-order structural liquid–liquid phase transition (liquid-expanded (LE) to liquid-condensed (LC), see note4) then the intermolecular interaction with the solid plate may trigger a phase transition in parts of the surfactant layer due to an effect called substrate-mediated condensation [16]. On a plate that moves out of a bath, the partial condensation results in rather regular

---

4 The first-order structural transition is between the LE phase and the LC phase of the surfactant layer. One speaks of a ‘substrate-mediated condensation’ if for a thick sub-layer of water the surfactant layer remains in the LE one-phase region while on a very thin water layer the presence of the solid substrate underneath lowers the free energy of the condensed state and thus effectively facilitates condensation [16]. The effect is well studied for the phospholipid DPPC (dipalmitoylphosphatidylcholine), but should in principle occur for any surfactant that exhibits such a first-order transition.
Figure 1. Sketch of the meniscus on a solid substrate during the transfer of a surfactant monolayer with velocity \( v \). The surfactant density at the surface is denoted by \( c(x, t) \). The function \( \zeta(x) \) describes the change of the tilt of the free energy from the symmetric situation far away from the substrate (inset double well on the left) to the situation where the condensed state is energetically favoured (asymmetric double well on the right).

Stripe patterns. They are preferentially oriented either parallel or perpendicular to the contact line. The wavelength of the resulting pattern depends on the plate velocity and temperature and can range from several micrometres down to a few hundred nanometres [17–19].

For this system there exists a full long-wave description in terms of coupled evolution equations for the film height profile and the concentration of an insoluble surfactant [12, 20] (that is a special case of a gradient dynamics description for such a coupled system [21]) as well as a reduced model in terms of a Cahn–Hilliard type evolution equation for a density with amendments to take substrate-mediated condensation into account [22]. Although the reduced model is a significantly simplified version of the full model, it captures all essential properties including the instabilities leading to stripe deposition parallel and perpendicular to the contact line and even reproduces the results of the full model in the case of structured substrates, where synchronization effects can be observed [23,24]. Most importantly, however, it allowed for a first analysis of the bifurcations related to the onset of pattern formation in the system. A preliminary bifurcation diagram has been obtained (see figure 2 below) by a combination of numerical path continuation of steady states that correspond to homogeneous deposition and direct numerical time simulation of time-periodic solutions that correspond to the experimentally observed deposition of regular line patterns.

It was found that a branch of stable time-periodic solutions exists for a range of plate velocities \( V \). It ends at high \( V \) in a Hopf bifurcation (HB) and at low \( V \) in a homoclinic bifurcation. Furthermore, it was possible to reveal a structure of the bifurcation diagram in the range of low velocities which is best described by the term ‘front snaking’ (see figure 2). The branch of steady solutions snakes back and forth, as more and more bumps are added (one per wiggle) to a localized structure in the transition region (i.e. front) between the bath surface and the drawn-out film. As a result, several (stable or unstable) steady solutions can exist at the same transfer velocity. This behaviour is reminiscent of homoclinic snaking, a phenomenon related to coexisting solutions with different numbers of localized structures that has been investigated in quite some detail for several pattern forming model equations like the standard Swift–Hohenberg equation [25–27] and the conserved Swift–Hohenberg equation [28] (often called phase-field crystal equation [29]). However, as further explained below, in our case, the
Figure 2. Shown is the (time-averaged) $\| \delta c \|$ (see equation (10)) norm of steady and time-periodic solutions of equation (3) in dependence of the dimensionless plate velocity $V$ for $L = 100$, $\mu = 0.5$, $x_s = 10$, $l_s = 2$ and $c_0 = -0.9$. The solid and dashed lines represent stable and unstable steady states (homogeneous deposition), respectively, as obtained by numerical path continuation. The blue triangles correspond to time-periodic solutions (line deposition) obtained by direct numerical simulation. Letters A–Z label saddle-node bifurcations (folds), while numbers 1–26 label HBs. Selected steady profiles are given in figure 3. A movie relating the branch structure to the steady solution profiles $c(x)$ and the spectrum of their corresponding linear stability problem is available from the online supplementary material (stacks.iop.org/Non/27/2711/mmedia).

solutions on the snaking curve neither represent homoclinic nor heteroclinic orbits, but can be seen as different front states.

The numerical approach of [22] was limited w.r.t. the onset of patterning. It only permitted to find the loci of HBs on the branch of steady solutions, but could not be employed to determine the emerging branches of time-periodic solutions from start to end. Therefore, important questions regarding the onset of line pattern formation remain unanswered. The present work overcomes these limitations employing numerical continuation of stable and unstable branches of steady states (as in [22]) and of time-periodic solutions. The resulting completed bifurcation diagram in terms of our primary control parameter—the plate velocity $V$—is complemented by a study of its dependence on a second dimensionless control parameter that represents the ratio of the domain size to the typical patterning length, i.e. is inverse to the ‘undercooling’ or quench strength. The resulting two-parameter study allows us to start to understand through which codimension 2 local and global bifurcations the intertwined structure of snaking steady states and time-periodic solutions emerges.

The paper is structured as follows. Section 2 briefly reviews the geometric set-up and model equation of [22] that is employed here without change, followed by a presentation of the employed numerical method. Section 3 presents our results while section 4 concludes by discussing implications for systems that show similar transitions and by pointing out further open questions and challenges.

2. Model and numerical treatment

2.1. Evolution equation

The Langmuir–Blodgett transfer of surfactant monolayers close to a first-order phase transition of the surfactant layer can lead to regular stripe patterns. These stripes correspond to alternating
domains of different thermodynamic surfactant phases: the LE phase and the LC phase that can be seen as respective analogues of the gas phase and the liquid phase in a standard liquid–gas phase transition of a simple liquid. The dynamics of the stripe formation can be modelled through a long-wave approach that couples the sub-phase hydrodynamics to the non-equilibrium thermodynamics of the monolayer via the surfactant equation of state. Close to the first-order phase transition between the LE and LC phases, this equation can be determined through variation of a free energy of the prototypical Cahn–Hilliard double well type [30] and it describes how the surface tension of the liquid–air interface depends on the monolayer density, resulting in a Marangoni force and variations of the Laplace pressure [12,20,21]. An analysis of the results of [12] shows that the full long-wave model may be simplified [22] and the essential dynamics of the LE–LC domain formation through substrate-mediated condensation can be captured by an amended Cahn–Hilliard-type model. The resulting evolution equation consists of the generic Cahn–Hilliard equation describing the dynamics of phase decomposition [31] augmented by two additional terms: (i) a space-dependent external field to model the interaction between the monolayer and the substrate leading to the substrate-mediated condensation and (ii) a dragging term. The interaction between the monolayer and the substrate and thus the external field that represents it in the model change in the contact line region in a step-like manner. The drag term describes that the contact line region where the bath meets the moving plate recedes with nearly constant speed in the reference frame of the plate.

We focus on the situation where the contact line is straight and the plate is drawn in the direction orthogonal to the contact line. In this setting the evolution of the scalar field \( c(x,t) \) that represents the concentration of surfactant on the surface of the liquid is captured by the non-dimensionalized evolution equation [22]

\[
\frac{\partial}{\partial t} c = \frac{\partial}{\partial x} \left[ \frac{\delta F}{\delta c} - V c \right],
\]

where \( x \) is the spatial coordinate orthogonal to the contact line (see figure 1), \( t \) is time, and \( V \) is the speed at which the substrate is withdrawn. The substrate dependent interaction field that causes substrate-mediated condensation enters through an explicit space-dependent term \( \xi(x) \) in the free energy density

\[
f(c, x) = \frac{1}{2} \left( \partial_x c \right)^2 - \frac{c^3}{2} + \frac{c^4}{4} + \mu \xi(x) c.
\]

It furthermore contains a gradient contribution that penalizes interfaces and a double-well potential. One may say that \( \xi(x) \) is responsible for a space-dependent tilt of the double-well potential.

The free energy density is integrated to obtain the total free energy \( F = \int dx f(c, x) \). We insert \( F \) into equation (1) and obtain the evolution equation

\[
\frac{\partial}{\partial t} c = -\frac{\partial^2}{\partial x^2} \left[ \partial_x^2 c - c^3 + c - \mu \xi(x) \right] - V \partial_x c.
\]

Note that due to the space dependence of \( f \), equation (3) is not invariant with respect to translations in \( x \). Therefore one is not able to remove the advection term \( V \partial_x c \) by a simple Galilei transform. With other words, the spatial dependence selects a particular frame of reference: the physical laboratory system.

The function \( \xi \) smoothly switches between two thermodynamically different regions: (i) left of the contact line \( (x < x_s) \), where \( x_s \) is the contact line position) the local free energy is a symmetric double-well potential, i.e. the LE and LC phases are energetically equivalent, and (ii) right of the contact line \( (x > x_s) \) the local free energy is tilted favouring the LC phase. For \( \xi \) we use the same hyperbolic tangent centred at \( x = x_s \) as in [22]:

\[
\xi(x) = -\frac{1}{2} \left[ 1 + \tanh \left( \frac{x - x_s}{\ell} \right) \right].
\]
Thus, the constant \( l_s \) denotes the width of the transition region. For consistency with [22] we use the BCs
\[
c(0) = c_0, \quad \partial_x c(0) = \partial_x c(L) = \partial_{xx} c(L) = 0.
\]
The density \( c_0 \) that is imposed at the inlet (left boundary, \( x = 0 \)) of the system models the presence of a virtually non-depletable surfactant bath. In fact, in the experiments, the Langmuir trough is operated in a way that it keeps the surfactant surface pressure, and therefore the density, constant by displacing barriers at the surface of the trough. The influence of the conditions at the outlet (left boundary, \( x = L \)) on the pattern formation are discussed in section 4.

Finally we mention a number of related models. Krekhov [32], and Foard and Wagner [33, 34] use related Cahn–Hilliard-type models. In particular, they employ space-dependent free energies that are switched from single-well potentials to symmetric double-well potentials at a moving threshold, by switching the sign of the quadratic term of the free energy. Such a threshold models a quench front, dividing the spatial domain into a two-phase and a one-phase region. This differs from the situation considered here, as in our model the threshold divides two different two-phase regions, namely, the region near the boundary on the meniscus side where the free energy is a symmetric double well and the region where the double well is tilted. The state in the region with the symmetric double well is determined by the BC. The quench front investigated in [32–34] propagates into a one-phase region where the order parameter is spatially uniform. Thus, there is a simple relation between the front velocity and the flow of material to the quench front: if the value of the order parameter in this region is called \( c^* \), then the flow of material to the front is \( c^* V \) and remains constant with time. In contrast to this situation, the inflow of surfactant in our model is not constant but dynamically adjusts to keep the surfactant density at the left boundary constant. This reflects the physical reality of Langmuir–Blodgett transfer, where the surfactant influx is determined by the hydrodynamic flow field and the dynamics of the surfactant molecules at the water surface, which in turn are influenced by the Langmuir trough that keeps the surfactant density constant in the bath.

2.2. Non-dimensionalization

Although for consistency, we use throughout this article the non-dimensional equation (3) and non-dimensional parameter as in [22], to understand the physical role of the parameters it is instructive to review the underlying scaling. We indicate dimensional quantities by a tilde and write the dimensional equivalent of equation (3) as
\[
\partial_t \tilde{c} = -M \partial_{xx} \sigma \partial_{xx} \tilde{c} + \kappa (a \tilde{c} - \tilde{c}^3) - \tilde{\mu} \tilde{c} + \tilde{V} \partial_x \tilde{c},
\]
where \( M \) is a diffusional mobility, \( \sigma \) is related to interface tension, \( \kappa \) is an energy density scale, \( \tilde{\mu} \) the chemical potential difference and \( \tilde{V} \) is the plate velocity. Note that the concentration \( \tilde{c} \) has no dimension as it is given as part per volume. The parameter \( a \) may be called a non-dimensional depth of quench into the two-phase region.

If one introduces the non-dimensional variables \( c = \tilde{c} / \Gamma \), \( t = \tilde{t} / \tau \) and \( x = \tilde{x} / \ell \) with scales
\[
\Gamma = a^{1/2}, \quad \tau = \frac{\sigma}{Ma^2\kappa^2} \quad \text{and} \quad \ell = \sqrt{\frac{\sigma}{a\kappa}}
\]
for concentration, time and length, respectively, one obtains the dimensionless equation (3). In this way the model parameters are reduced to four: the non-dimensional chemical potential difference
\[
\tilde{\mu} = \frac{\tilde{\mu}}{a^{1/2}\kappa},
\]
the non-dimensional plate velocity
\[ V = \frac{\tau}{\ell} \tilde{V} = \frac{\sigma^{1/2}}{Ma^{3/2} \kappa^{3/2}} \tilde{V}, \]  
(9)
the non-dimensional domain size \( L = \tilde{L}/\ell \) and the scaled concentration at the meniscus-side boundary \( c_0 \). As the present study aims at understanding the onset of the deposition of line patterns observed in [22], the same scaling is used although other scalings exist that allow for distinct parametric studies within the same physical parameter space (see note 5).

The main focus here is the dependence of the solution behaviour on the non-dimensional plate velocity that represents the primary control parameter. If one’s main interest is in the influence of temperature (quench depth), as investigated in [18], the scaling sketched in the note 4 is more adequate. Here, the temperature-dependent parameter \( a \) that represents an ‘undercooling’ appears in all scales and dimensionless numbers (7)–(9).

The resulting bifurcation diagram in terms of our primary control parameter shall be complemented by a study of transitions triggered by changing a second parameter that represents a distance to the threshold of structure formation at equilibrium. In the given scaling, we chose the dimensionless domain size \( L \), i.e. the ratio of the physical domain size \( \tilde{L} \) to the typical patterning length \( \ell \). If one assumes the undercooling \( a \) and energy scale \( \kappa \) are fixed, changing \( L \) amounts to a change of the interface tension \( \sigma \). We note, however, that it is difficult in any experimental realization to change \( \sigma \) without changing \( \kappa \) and \( a \) as well. Although, one could chose \( \mu \) or \( c_0 \) as second parameter, we think that this does not allow for such a clear physical interpretation as does the choice of \( V \) and \( L \) as control parameters. The two-parameter study in \( V \) and \( L \) presented in section 3 elucidates how the intertwined structure of snaking steady states and time-periodic solutions emerges.

2.3. Numerical approach

For the numerical continuation [35–37] of steady and time-periodic solutions of equation (3) with BC (5), we employ spatial discretization onto an equidistant grid of \( n \) points of distance \( dx = L/(n + 1) \) and approximate the PDE by \( n \) ordinary differential equations (ODEs), one for each grid point. The interval \([dx : L]\) is represented by \( n = 380 \) inner grid points. We keep the same number of grid points for every \( L \). The interval starts at \( dx \) rather than at 0 as the value at \( x = 0 \) is fixed by the first BC (see equation (5)). This spatial grid matches exactly the grid used for the direct numerical simulations in [22], where two grid points at each boundary account for the BCs, yielding a total of 384 points. We choose second-order finite differences to approximate spatial derivatives, that is, again exactly the same discretization scheme that has been used in the direct numerical simulations in [22]. Due to the simplicity of this scheme, the BCs of the problem can be easily implemented what would, for example, not be the case with spectral Chebychev methods.

As a result we obtain a dynamical system consisting of \( n \) ODEs. It describes the time evolution of the concentration values \( c_i \) at equidistant points \( x_i \). We use the package auto07p [35, 38] to (i) perform pseudo-arc length continuation [39] of fixed points of the dynamical system that correspond to steady solution profiles \( c_0(x) \) of the PDE; to (ii) detect saddle-node and HBs of the fixed points, and most importantly (iii) to continue stable and unstable time-periodic solutions of the dynamical system that correspond to time-periodic solutions of the PDE that represent the deposition of regular line patterns. Furthermore we track (iv) the loci of saddle-node and HBs in an appropriate two-parameter plane.

5 For instance, choosing the scales \( \Gamma = (\tilde{\mu}/\kappa)^{1/3}, \tau = \sigma/M\kappa^{2/3}\tilde{\mu}^{1/3} \), and \( \ell = \sigma^{1/2}/\kappa^{1/6}\tilde{\mu}^{1/3} \) one obtains equation (7) with \( M, \sigma, \tilde{\mu} \) and \( \kappa \) set to one and without the tildes. The non-dimensional plate velocity is still \( V = \tilde{V}r/\ell \) and the four remaining non-dimensional parameters are \( V, a, L \) and \( c_0 \).
Note that the unstable time-periodic solutions are not accessible by direct numerical integration since the numerical treatment necessarily involves fluctuations. However, the structure of the bifurcation diagram can only be completely understood if the unstable solutions are included. Continuation has previously been employed for kinetic equations like equation (3) and recent examples include studies of depinning droplets in 1D [40] and 2D [41,42], of drawn menisci of simple liquids [43] and of finite-time singularities in film rupture [44]. A brief overview is given in section 4.2 of [37].

The solutions of the model equations are vectors in a high dimensional space. In order to visualize and further analyse the bifurcation behaviour of the system, we define as solution measure the norm

\[ ||\delta c|| = \left( \frac{1}{TT} \int_0^T \int_0^L c(x,t)^2 \, dx \, dt \right)^{1/2}, \]

where \( L \) is the domain size and \( T \) the temporal period for the time-periodic solutions. For steady states and when investigating system trajectories, the time average \( (1/T) \int dt \ldots \) is omitted.

3. Results

3.1. Steady profiles

In our previous investigation [22] a combination of direct numerical simulation and numerical continuation of steady solutions was used to construct a preliminary bifurcation diagram with the plate velocity \( V \) as primary control parameter, as summarized in figure 2. The diagram includes a family consisting of stable and unstable steady states (solid black and dashed red lines, respectively), and a branch of stable time-periodic solutions (blue triangles) that seems discontinuous close to its end at large \( V \). The parameters employed with equation \( (3) \) are \( L = 100, \mu = 0.5, x_s = 10, y_s = 2 \) and \( c_0 = -0.9 \). With the exception of \( L \) these values are kept throughout the present study. A linear stability analysis of the steady solutions provides the loci of 26 HBs that are numbered 1–26 in figure 2. The 26 saddle-node bifurcations (folds) of the snaking curve are labelled by letters A–Z. Note that the various saddle-node and Hopf bifurcations are not created by a few eigenvalues that repeatedly cross the imaginary axis. Instead, nearly all of the HBs that are situated on the steady-state branch left of the point of minimal norm (at \( V_{\text{min}} \approx 0.015 \)) in figure 2 are related to different pairs of complex conjugate eigenvalues that acquire a positive real part. All of them become stable again on the piece of steady-state branch right of \( V_{\text{min}} \), giving rise to more HBs. The steady profile is linearly stable for \( V \gtrsim 0.06 \) where the last HB occurs. Therefore our further study focuses on the velocity range \( 0 < V < 0.1 \) where all the mentioned bifurcations occur. Selected steady states profiles are shown in figure 3 and a movie relating the profiles to the structure of the branch of steady solutions and the spectrum of the corresponding linear stability problem is available from the online supplementary material (Movie_1_SteadyProfilesSpectrum.mp4). The spectrum can be obtained by solving the eigenproblem of the linear operator \( L_c = -\partial_x^4 + (3\partial_x^2 - 1)\partial_x^2 + (12\partial_x \partial_x c - V)\partial_x + 6(\partial_x c^2 + (\partial_x c)^2) \), which is obtained by straightforward linearization of (1) around the spatially inhomogeneous steady solution \( \hat{c}(x) \) [22]. We solve the eigenproblem numerically using MATLAB.

On the snaking structure one observes two basic scenarios for the relation of saddle-node and Hopf bifurcations: in scenario (i) first a negative real eigenvalue crosses zero at a saddle-node bifurcation rendering the corresponding eigenmode unstable, then the same eigenvalue becomes negative again at a second saddle-node bifurcation, briefly before forming a complex conjugate pair together with another negative real eigenvalue. The complex conjugate pair then
crosses the imaginary axis at a HB. Examples for this scenario are all such sequences from \((O, P, 9)\) to \((Y, Z, 14)\) in figure 2. As the second saddle-node and the Hopf bifurcation are often very close to each other the system might be very close to a codimension 2 Bogdanov–Takens bifurcation. In scenario (ii) first a complex conjugate pair of eigenvalues with negative real part crosses the imaginary axis at a HB. The pair then splits into two positive real eigenvalues. The smaller of the two becomes negative at a saddle-node bifurcation before it joins another negative real eigenvalue to become another complex conjugate pair of eigenvalues. Briefly afterwards the pair crosses the imaginary axis at a second HB. This second HB can form the first HB of the next such sequence. Examples for this scenario are all such sequences from \((3, J, 4)\) to \((7, N, 8)\) in figure 2.

Next, in section 3.2, we complete the bifurcation diagram for \(L = 100\), by a systematic continuation of all branches of time-periodic solutions that emerge at the described HBs. Then, in section 3.3, we turn our attention to the snaking structure in the range \(0.005 \lesssim V \lesssim 0.025\) of the bifurcation diagram. To better understand the relation of the saddle-node and Hopf bifurcations of the branch of steady solutions, we investigate how these structures and the time-periodic branches emerge/vanish when changing the dimensionless domain size \(L\).

3.2. Completed bifurcation diagram for \(L = 100\)

To complete the bifurcation diagram figure 2, i.e. the case of \(L = 100\) that is also investigated in [22], we continue all the branches of time-periodic solutions emerging at the HBs that we
Figure 4. Shown is the (time-averaged) $|\delta c|$ norm of steady and time-periodic solutions of equation (3) in dependence of the dimensionless plate velocity $V$ for $L = 100$ and all the remaining parameters as in figure 2. The thick black solid and thin red solid lines represent steady states (homogeneous deposition) and time-periodic solutions (line deposition), respectively, as obtained by numerical path continuation. The blue triangles correspond to time-periodic solutions obtained by direct numerical simulation. Selected zooms showing important details are given in figures 5 and 6. Movies of time-periodic solutions on three different branches of periodic solutions at $V = 0.04$ are available as online supplementary material (stacks.iop.org/Non/27/2711/mmedia). Movies of time-periodic solutions on the two innermost branches of the harp-like structure are also available (stacks.iop.org/Non/27/2711/mmedia).

call ‘primary Hopf branches’, as well as selected branches of time-periodic solutions emerging from the primary Hopf branches in period-doubling bifurcations. The latter we call ‘secondary Hopf branches’. As a result we find the harp-like structure presented in figure 4 with various close-ups shown in figures 5 and 6. Movies of time-periodic solutions on three different branches of periodic solutions at $V = 0.04$ are available as online supplementary material (stacks.iop.org/Non/27/2711/mmedia) as are movies of Time-periodic solutions on the two innermost branches of the harp-like structure (stacks.iop.org/Non/27/2711/mmedia). Each primary Hopf branch that starts either sub- or supercritically at HB 15 to HB 26, i.e. to the right of the point where the norm is minimal, eventually turns towards smaller $V$, continues to lower $V$ (‘spanning the harp’) and finally ends in a global bifurcation on the snaking part of the branch of steady states. The global bifurcation is either a saddle-node infinite period (sniper) bifurcation or a homoclinic bifurcation [36, 45]. There are several secondary Hopf branches that connect a period-doubling bifurcation of a primary Hopf branch (e.g., solid red and dashed blue branches in figure 6) either to a global bifurcation on the snake (e.g., branch that connects the first PD of the HB 26 branch to a homoclinic bifurcation near fold C), or to a primary HB (e.g., branch that connects the second PD of HB 26 to HB 24, see figure 6(a)) or to another period-doubling bifurcation of a primary Hopf branch (not shown). Beside these extended branches, there are (very) short branches that emerge at HB 1 to HB 13 close to folds $D, F, I - N, P, R, T, V, X$ and $Z$ and connect to a global bifurcation nearby (beyond the next fold of the snaking structure). The following list summarizes the features of the five
different scenarios in which global bifurcations are observed at low \( V \) for branches that emerge from HBs or period-doubling bifurcations at higher \( V \).

(i) The branch of time-periodic solutions monotonically approaches a vertical asymptote at some critical \( V \) and ends in a homoclinic bifurcation at an unstable steady state on the snake. One may distinguish sub-cases (i1) and (i2) with the branch of time-periodic states approaching the homoclinic bifurcation from the left and from the right, respectively. The case (i1) are the short branches emerging from HBs 1, 2, 4, 6 and 8–13 that lie completely within one bend of the snake. For an example see figure 5(a) (note the tiny \( V \) range). The case (i2) are the short branches emerging from HBs 3, 5 and 7 and the long branch that emerges from a period-doubling bifurcation of the HB 1 branch (see figure 5(b)). The latter branch consists mainly of the stable time-periodic solutions observed by direct time simulations [22].

(ii) The branch of time-periodic solutions monotonically approaches a vertical asymptote at a critical \( V \) that corresponds to a saddle-node bifurcation of the snake of steady states and ends in a sniper bifurcation. One may distinguish sub-cases (ii1) and (ii2) with the branch of time-periodic states approaching the saddle-node bifurcation from above in the
Figure 6. Close-ups of the bifurcation diagram figure 4 zooming in on period-doubling bifurcations and complex reconnections in the region $0.055 < V < 0.058$. Shown are all branches of periodic solutions that emerge from HB 26 (dotted), HB 25 (dotted-dashed), HB 24 (green long dashed), HB 23 (red solid line), as well as a secondary branch (blue short dashed) emerging from the first period-doubling bifurcation of the HB 26 branch. The stable time-periodic solutions observed in the direct time simulations lie on this secondary branch. Note that all the HBs at high velocities are subcritical. The vertical dashed line in panel (b) marks the velocity $V = 0.05719$ that is used for the time simulation shown in figure 7(a) and indicates the coexisting solutions at this velocity. The vertical dotted line at $V = 0.0551933$ in panel (b) indicates the velocity at which a transition from periodic to more complex dynamics is observed, as can be seen in figures 7(b) and (c).

The information regarding the branches of time-periodic solutions contained in figures 4–6 goes well beyond [22] and sheds a new light on results obtained there. In particular, a weakly nonlinear analysis of the branch emerging at the HB at the highest velocity (HB 26) led to the conclusion that this HB is subcritical. However, in [22] it was also observed through time simulations, that the phase space trajectories of the system close to HB 26, where only one pair of complex conjugate modes becomes unstable, are very complicated: first, they exhibit a long phase of slow exponential growth (outwards spiral on a plane in phase space). After this initial phase, deviations from this planar dynamics are observed in the form of large excursions from the spiral which are then caught by a higher dimensional structure on which the trajectory eventually returns to the plane and begins to follow the spiral, again. This dynamics is not simply periodic and might be chaotic. An attempt to understand this behaviour as an example of a scenario described by Ovsyannikov and Shilnikov [46], which involves a stable and an
unstable pairs of complex conjugate eigenvalues failed because it was found that there is a strong interaction of the unstable mode and more than three of the stable modes [22].

In view of the close-ups of figure 4 in figure 6, the complicated trajectories and the higher dimensional structure which attracts the dynamics can be understood as a consequence of the existence of several (up to 12) stable and unstable time-periodic solutions at the same velocity value. The majority of these solutions is unstable. As the system spirals away from the unstable fixed point (steady-state solution) it feels the attracting and repelling presence of the various coexisting time-periodic solutions nearby. This can actually be seen in the results of direct numerical simulations performed at a value of $V$ close to HB 26: once the initial amplification has become large enough, the system behaviour shows clear similarities to the time-periodic branches. This is indicated in figure 7 that shows phase plane representations of a simulated trajectory and of the various coexisting time-periodic branches at $V = 0.05719$. A corresponding movie is included in the online supplementary material (Movie_7_phaseplotV5719.mp4). One notes that although the trace of the simulated time evolution is similar to the time-periodic solutions, it does not approach any of them closely, indicating that they act as repellers. Even in very long simulations, the trajectory does not settle onto any of the stable time-periodic solutions, but eventually returns to a phase space region close to the unstable fixed point where the exponential amplification sets in again. However, the question whether this behaviour is persistent rather than transient remains open, as its persistence cannot be proven by direct numerical simulation. Nevertheless, we can estimate that a direct transition between periodic behaviour and more complicated, possibly chaotic behaviour occurs closely around $V_c \approx 0.0559133 \pm 10^{-7}$. At velocities $V < V_c$ the trajectory quickly settles on a limit cycle as is shown in figure 7(b) while we cannot identify a clear number of periods anymore for $V > V_c$ as can be seen in figure 7(c). The nature of this transition is yet unknown. Due to the sharpness of the transition a scenario involving a sequence of supercritical period doubling is unlikely and we conjecture that the new attractor for $V > V_c$ appears through a cascade of subcritical period doublings at larger velocities. However, at the moment we are not able to prove this with our numerical tools. Also, our estimate of $V_c$ has to be taken with care: as one approaches $V_c$ from below, the duration of a transient with seemingly simple periodic behaviour is longer and longer and it is therefore impossible to decide whether an orbit will stay periodic forever or finally become irregular. If the dynamics at $V > V_c$ was indeed chaotic, this would involve an infinite number of unstable periodic orbits. On the wildly undulated branch of periodic solutions that emerges from HB 23 and finally ends in the second period doubling on the branch that comes from HB 26, we find two torus bifurcations and two period doublings. Although switching branches at these points is beyond the capabilities of our current computational means, these findings indicate that the full picture in this region might be much more complicated than what is shown in figure 6. We conclude that based on our results we cannot rule out chaos. Note that the role of a large number of repellers in the transition to chaos has been analysed, e.g., in [47] for channel flow.

In the present section we have analysed the bifurcation structure for fixed $L = 100$ employing $V$ as the main control parameter. To further understand how the observed harp-like structure emerges we next investigate how the bifurcation structure changes with our second control parameter $L$. Reduction of the system size will also lead to a deconvolution of the complicated branch structure shown in figure 6.

3.3. Simplification of bifurcation structure with decreasing domain size $L$

Up to here we have completed the bifurcation diagram figure 2, i.e. in the case of $L = 100$ partially given in [22], by a systematic continuation of the branches of time-periodic solutions.
Figure 7. Shown are representations of various time-dependent solutions on the phase plane spanned by the norms of $c(x,t) - \bar{c}$ and of $\partial_x c(x,t)$, where $\bar{c}$ is the mean value of $c$. In (a) a trajectory obtained by direct numerical simulation at plate velocity $V = 0.05719$ (indicated by the vertical dashed line in figure 6(b)) is given as a thin solid line while the time-periodic branches obtained by numerical continuation are shown in the same line styles used in figure 6. A corresponding movie is included in the online supplementary material (Movie_7_phaseplotV5719.mp4). Panels (b) at $V = 0.0551932$ and (c) at $V = 0.0559134$ show that a direct transition between such complicated dynamics as in panel (a) and simple periodic behaviour is observed closely around the critical velocity $V_c \approx 0.0559133$ (indicated by the vertical dotted line in figure 6(b)).
emerging at all of the 26 HB. This has allowed for a classification of possible endings of branches of time-periodic solutions corresponding to the behaviour at the onset of line deposition. Overall, the analysis indicates that our particular system has a complicated bifurcation structure that involves saddle-node and Hopf bifurcations of steady states, period-doubling bifurcations of time-periodic solutions and various global bifurcations, namely sniper and homoclinic bifurcations.

These observations are in line with observations in the literature for a wider class of related systems that show deposition or depinning phenomena. For other line deposition phenomena, similar bifurcations are hypothesized based on time simulations in [13, 14]. In particular, [14] discusses in which way such line deposition patterns may be seen as resulting from depinning transitions, thereby relating the phenomena to the depinning of driven droplets on heterogeneous substrates [40, 42, 48, 49], rotating cylinders [50], or to the depinning of interface undulations from the advancing tip of an air finger in a liquid-filled channel [51, 52]. In these related systems depinning can also occur through Hopf, sniper or homoclinic bifurcations.

This will be further discussed in the conclusion.

The main physical ingredients of our particular system are a first-order phase transition and a lateral driving (towards the right-hand side, see figure 1) that keeps the system permanently out of equilibrium. Close to the left boundary (the meniscus side), the underlying energy is a symmetric double well. As the concentration on the boundary is fixed to a value close to one of the minima of the energy, the corresponding phase is preferred. This changes to the right of the critical position $x_s$ where the double-well potential is tilted such that the other phase is preferred.

Considering our main influences, we already know that in the case without driving $V = 0$ one obtains a standard system that evolves towards equilibrium, i.e. in the right-hand part it approaches the high-concentration phase promoted by the tilted double well potential. Out of equilibrium one finds at low (large) $V$ a homogeneous deposition of the preferred phase (the boundary phase). At intermediate $V$ the interplay of driving and phase dynamics results in stripe deposition.

One can also expect that no structure formation will occur if the intrinsic length scale of the patterning $\ell$ is larger than the considered domain size $\tilde{L}$. This implies that the rich structure of the bifurcation diagram figure 4 should vanish step by step if $L = \tilde{L}/\ell$ is decreased. In the following, we focus on this stepwise simplification and, in order to observe it, we compute bifurcation diagrams for decreasing dimensionless domain size $L$ that represents the ratio of dimensional domain size and intrinsic patterning length scale (see section 2.2). In the alternative scaling discussed in note 5, one would keep $L$ fixed and reduce the quench depth $a$.

We focus on the range $50 \leq L \leq 100$ as for smaller $L$ the distance $x_s$ between the boundary and the position where the tilt of the potential part of the free energy changes becomes important and renders the emerging picture non-generic. Figure 8 shows the branch of steady solutions for various $L$ in the considered range. A movie showing the change of the branch of steady states with the domain size continuously increasing from $L = 50$ to $L = 100$ is available from the supplementary material (Movie_8_SnakeL50L100.mp4). One notices that with increasing $L$, the snaking structure becomes larger, i.e. more and more pairs of saddle-node bifurcations emerge in subsequent hysteresis bifurcations, adding wiggles to the branch that then widen with increasing $L$. In this way, one passes from 12 folds at $L = 50$ to 26 folds at $L = 100$. This is of course expected, since with each turn of the snake, a bump is added to the solution profile until the part of the snake with the lowest norm corresponds to a state in which the complete domain to the right of the substrate-mediated condensation threshold is filled with bumps (see figure 3(e)). With increasing $L$, more bumps fit into the domain, thus prolonging the snake.
Figure 8. Shown is the branch of steady solutions for equally spaced values of the domain size from $L = 50$ to $L = 90$ as indicated in the individual panels. All the remaining parameters are as in figure 2. The occurring simplification with decreasing $L$ is discussed in the main text. Figure 10 shows close-ups of the final bends of the snaking structure including the time-periodic branches for $L = 90$ to $L = 100$. A movie showing the change of the branch of steady states with the domain size continuously increasing from $L = 50$ to $L = 100$ is available from the online supplementary material (stacks.iop.org/Non/27/2711/mmedia).

However, from the continuation results shown in figure 4 one knows that the snaking structure is closely linked to the branches of time-periodic solutions. This raises the question what happens to the branches observed at $L = 100$ when the snaking structure shrinks with decreasing domain size $L$. Figure 9 shows the bifurcation diagram with steady and time-periodic solution for $L = 50$. One can see a smaller version of the harp-like structure that we observed for $L = 100$ in figure 4. Note in particular the simplified structure of the rightmost branches of periodic solutions as compared to the situation at $L = 100$ (see figure 6): the stable branch of periodic solutions now emerges directly from a HB, and not from period doubling. This implies that at some intermediate value of $L$, branch reconnections occur that result in the more complicated picture seen at $L = 100$.

With decreasing $L$, as more and more wiggles disappear from the branch of steady solutions, more and more branches of time-periodic solutions vanish as well and the structure shown in figure 4 evolves to the structure shown in figure 9.

We observe a generic sequence of transitions that eliminate branches of time-periodic solutions and the related global and local bifurcations in parallel to the elimination of folds of the snake when $L$ is decreased. We explain the mechanism using the example of the time-periodic branches of lowest norm in figure 4, in particular the ones emerging from HBs 13–16. All the involved solution branches are shown for eight values of $L$ between 92 and 100 in figure 10 while figure 11 shows the loci of the involved Hopf, homoclinic, sniper and saddle-node bifurcations in the parameter plane spanned by $V$ and $L$. 
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We describe the transitions with increasing $L$, i.e. the various bifurcations and branches are created subsequently. At $L = 90$ none of the HBs 13–16 and none of the related time-periodic branches exist, the lowest pair of saddle-node bifurcations of steady states has just been created in a hysteresis bifurcation at $L \approx 89.5$ (lower black solid line in figure 11). Slightly below $L = 91$ one observes a codimension 2 bifurcation that occurs close to the minimum of the curve of steady states. As a result a pair of HBs (HBs 13 and 16) appears together with the branch of time-periodic solutions that connects them. The creation of two HB corresponds to the minimum of the lower red dashed curve in figure 11 that indicates the loci of the two HBs. With increasing $L$, the two HBs move apart and the left (lower $V$) HB moves towards the lowest fold of the snake; see the bifurcation diagram at $L = 92$ in figure 10(h). At about $L = 92.5$, the branch of time-periodic solutions that connects HBs 13 and 16 breaks up into two disconnected branches. This happens when the branch of time-periodic solutions develops a protrusion that eventually collides with the unstable steady state slightly beside or directly at the lowest right fold ($W$). This codimension 2 bifurcation is marked by the lower blue filled circle in figure 11. The bifurcation diagram in figure 10(g) is at a slightly larger $L$, the two global bifurcations are already separated. The new left branch of time-periodic solutions coming from HB 13 at lower $V$ now ends in a homoclinic bifurcation that moves towards smaller $V$ (dotted line in figure 11) while the right branch of time-periodic solutions, coming from HB 16 at larger $V$, terminates in a sniper bifurcation at fold $W$. Further increasing $L$, the left branch becomes shorter and shorter, and practically disappears into fold $X$, while the right branch becomes longer as HB 16 moves continuously towards larger velocities and the other end remains at fold $W$ (see figures 10(a)–(f) and figure 11). In the course of this process, there are also two folds created on the branch of time-periodic solutions that are again annihilated at about $L = 95$. Note that the HB and the homoclinic bifurcation that remain very close to the left fold (on opposite sites of it) could, in principle annihilate (and be recreated) in Bogdanov–Takens bifurcations [36, section 8.4.], but based on our limited numerical accuracy
Figure 10. Shown are close-ups of the lower part of the snaking structure for various values of domain size $L$ from 100 to 90 as indicated in the individual panels (a)–(h). The thick black solid and red dashed lines represent steady states (homogeneous deposition) and time-periodic solutions (line deposition), respectively, as obtained by numerical path continuation. Movies of time-periodic solutions on the lowest two branches in panel (a) are available from the online supplementary material (stacks.iop.org/Non/27/2711/mmedia).

we are not able to decide whether this actually happens between $L \approx 95$ and $L \approx 98$, at the locations marked by the red squares in figure 11.

Then the entire process is repeated: at about $L = 97.5$, a pair of saddle-node bifurcations of steady states is created (upper black solid line in figure 11) and a pair of HBs (HBs 14 and 15)
appears together with the branch of time-periodic solutions that connects them (minimum of the upper red dashed line in figure 11). The two HBs move apart and the left one approaches fold $Z$, and two global bifurcations are created when the branch of time-periodic solutions connects to the steady-state branch close to fold $Y$ (see the bifurcation diagrams in figures 10(a)–(c)). By this mechanisms, new turns of the snake and new branches of time-periodic solutions can be generated for arbitrary system sizes.

4. Discussion and conclusion

We have explored the bifurcation structure of a modified Cahn–Hilliard equation that describes a system that may undergo a first-order phase transition and is kept permanently out of equilibrium by a lateral driving. The equation represents a reduced model that captures the main features of the stripe pattern formation observed before with a hydrodynamic long-wave description of Langmuir–Blodgett transfer with substrate-mediated condensation [12]. The modified Cahn–Hilliard model captures the main physical ingredients that are the first-order phase transition and the lateral driving that together with the pinning boundary condition on the meniscus side keeps the system permanently out of equilibrium. The system is biased towards one of the two phases only beyond a threshold position that represents the position of the contact line region in the physical system. The state in the boundary region on the meniscus side is determined by the boundary condition. In the literature other forms of such Cahn–Hilliard-type models are studied [32–34]. In particular, in these works a front that switches...
the system between a stable one-phase and an unstable two-phase region of the phase diagram is moved through a fixed domain of given mean concentration. However, the onset of pattern deposition is not studied in a way that could be directly compared to our results. In particular, no bifurcations between steady states and time-periodic states (in the frame moving with the imposed front speed) are discussed.

Our analysis has shown that the snaking of steady states (observed in [22]) that correspond to various fronts between a homogeneous low concentration region close to the left domain boundary and a homogeneous state far away from the bath is intertwined with a large number of branches of time-periodic solutions that emerge from Hopf bifurcations or period-doubling bifurcations and end mainly in global bifurcations (sniper and homoclinic) but sometimes also in other period-doubling or Hopf bifurcations. Overall the various branches form a harp-like structure (see figure 4).

Beside the particular study of the bifurcation diagram for a fixed value of the domain size we have analysed how the bifurcation structure simplifies if one decreases the dimensionless domain size, i.e. increases the typical intrinsic length scale of pattern formation related to the first-order transition. We have shown that for decreasing $L$ the rich bifurcation structure vanishes step by step through a number of codimension 2 bifurcations, namely, annihilations of pairs of homoclinic and sniper bifurcations, annihilations of pairs of period-doubling bifurcations, and annihilations of pairs of Hopf bifurcations. Beside these transitions involving branches of time-periodic solutions, the front snaking structure of steady solutions reduces by annihilations of pairs of saddle-node bifurcations.

The intriguing question of how the complicated bifurcation scenario at large domain size emerges is not only relevant for the system of Langmuir–Blodgett transfer but for a wider class of systems showing deposition and depinning phenomena. It has been argued in [14] that the onset of line deposition, i.e. the emergence of branches of time-periodic solutions may be seen as resulting from a depinning transition: when a homogeneous layer is deposited on the moving plate the concentration profile is steady in the laboratory frame and one may say that the concentration profile is pinned. However, when lines are deposited, in the laboratory frame they move away from the bath, i.e. the lines are depinned from the meniscus. This implies that one should not only expect to find similarities between the present study and other studies of the bifurcation structure behind deposition patterns as, e.g., [13–15] (see also review [3]), but see such similarities as well in studies of driven droplets depinning from substrate heterogeneities [40, 42, 48, 49] and rotating cylinders [50]; studies of driven clusters of interacting colloidal particles depinning in heterogeneous pores [53]; or studies of bubbles advancing in a channel with a central geometrical constraint, where the bubbles develop undulations that are steady in the laboratory frame [51, 52]. In the frame moving with the uniformly advancing tip of the bubble the undulations depin from the tip similar to the depinning of a deposition pattern from the contact line region. A related effect is also observed in abrasive water-jet cutting, a technique of cutting material with a focused beam of abrasive particles accelerated by water that is moved across the material [54, 55]. There is a model based on a Kuramoto–Sivashinsky-type equation that shows a transition from smooth cuts (analogous to our homogeneous deposition) to ripples and striations patterns (analogous to our line deposition) [56, 57]. In this system the undulations represent structures that depin from the moving cutting jet.

In all these systems the transition from steady (pinned) states to time-periodic (depinned) states is also found to occur through sub- or supercritical Hopf, sniper or homoclinic bifurcations. Although transitions between different scenarios where observed, in particular, in [14,40,42,48], the occurring codimension 2 bifurcations involving time-periodic states have not yet been identified.
For each of the mentioned systems one can find a physically meaningful control parameter whose variation brings the system into a part of the parameter space where no large amplitude structures exist, i.e. the system becomes either steady at all values of the imposed driving (here the plate velocity $V$) or only allows for small-amplitude ‘surface waves’ (as in the Kuramoto–Sivashinsky limit of the convective Cahn–Hilliard or thin film equation). However, although depinning and deposition patterns are widely occurring, to our knowledge no systematic study exists for any of the mentioned systems that investigates the emergence/vanishing of the rich bifurcation structure related to depinning or pattern deposition that should characterize these systems. Therefore, the results obtained here will be of some relevance to other similar systems as they provide a sound basis for comparison.

The present study is limited in two important ways. On the one hand, it is a study of solutions to a partial differential equation with one spatial dimension only, i.e. the described involved bifurcation structure only captures solutions that are invariant w.r.t. translations along the contact line and is, e.g., not able to capture the transition between the deposition of stripes parallel and perpendicular to the contact line observed in [12, 22, 23] for Langmuir–Blodgett transfer and in the Cahn–Hilliard-type models where quench fronts are moved through the system [32, 34]. Further large-scale numerical bifurcation studies will be needed to systematically explore the full solution space for out-of-equilibrium amended Cahn–Hilliard-type models allowing for a breaking of the transversal translational symmetry in analogy to such studies for depinning droplets [42, 58]. However, also the latter need to be extended to understand how the entire bifurcation structure vanishes if one goes from partially wetting liquids to completely wetting liquids.

We remark that a future study should also further investigate the influence of the boundary conditions, in particular, on the meniscus side. The need of boundary conditions that allow for a controlled through-flow of material as in the present system is a common complication in dragged plate problems. In the case of simple liquids, recently a central manifold reduction was employed to rigorously derive an asymptotic series for the meniscus side that can then be used to construct boundary conditions that do not introduce an additional domain-size dependence [59]. Such an approach has still to be developed for complex fluids. The boundary conditions at the outlet do not influence the formation of domains at the meniscus, as long as the system is large enough—for the used parameters $L \gtrsim 50$. However, the structure of the snake is intimately related to the system’s finite extent as its lower end is reached when the whole domain is filled by periodic structures (see figure 3). It would be of great theoretical interest to understand the transition to a spatially infinite system where the high velocity end of the patterning range can be conjectured to correspond to a transition from absolute to convective instability. This idea is substantiated by a previous calculation that predicts the velocity corresponding to the final Hopf bifurcation by determination of a front velocity through a marginal stability analysis [22].

On the other hand, the present study is entirely based on numerical path continuation while the analytical results obtained in [22] are entirely based on linear and weakly nonlinear analyses. As it is not to be expected that the uncovered complex bifurcation scenario of the full PDE can be treated analytically, there is a strong need for further simplified models based on ordinary differential equations (ODE) that are able to reproduce the main features described here. We expect that they need to be at least four-dimensional. Note, that the authors of [42] were able to use selected results of the ODE studies in [60, 61] to explain certain aspects of the depinning behaviour of droplets, however, also there the ‘mapping’ remains rather incomplete. We hope that our numerical studies of the bifurcation structure of deposition and depinning processes can motivate the development of generic ODE models for this class of processes.
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