Noise-covered drift bifurcation of dissipative solitons in a planar gas-discharge system
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The trajectories of propagating self-organized, well-localized solitary patterns (dissipative solitons) in the form of electrical current filaments are experimentally investigated in a planar quasi-two-dimensional dc gas-discharge system with high Ohmic semiconductor barrier. Earlier phenomenological models qualitatively describing the experimental observations in terms of a particle model predict a transition from stationary filaments to filaments traveling with constant finite speed due to an appropriate change of the system parameters. This prediction motivates a search for a drift bifurcation in the experimental system, but a direct comparison of experimentally recorded trajectories with theoretical predictions is impossible due to the strong influence of noise. To solve this problem, the filament dynamics is modeled using an appropriate Langevin equation, allowing for the application of a stochastic data analysis technique to separate deterministic and stochastic parts of the dynamics. Simulations carried out with the particle model demonstrate the efficiency of the method. Applying the technique to the experimentally recorded trajectories yields good agreement with the predictions of the model equations. Finally, the predicted drift bifurcation is found using the semiconductor resistivity as control parameter. In the resulting bifurcation diagram, the square of the equilibrium velocity scales linearly with the control parameter.
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I. INTRODUCTION

Solitary structures are commonly observed in a rich variety of experiments, systems, and model equations including purely conservative systems [1,2] as well as systems with weak [3] and strong dissipation [4,5]. Due to the particlelike properties of these solitary structures, their dynamics and interactions are of considerable interest to modern science. Here we focus on well-localized solitary structures in dissipative systems, which we refer to as dissipative solitons (DSs), following Refs. [3,5]. They exist in biological systems as nerve pulses [6], in chemical systems as concentration drops of chemical reagents [7–9], in optical systems as bright spots in the transverse plane of propagating laser beams [10,11], and as current filaments in semiconductor devices [12–15] as well as in quasi-one- and -two-dimensional ac and dc gas-discharge systems with high Ohmic and dielectric barriers [5,16–21]. The modeling of these nonlinear dissipative systems often leads to reaction-diffusion equations [4,13,14,22–29], which, in the case of optical systems, contain cross-diffusion terms [10,11].

As well-localized solitary patterns were found as solutions of reaction-diffusion models, particle concepts have been derived starting from the original field equations. The first successful methods were developed in the context of inhomogeneity influenced trigger fronts [30], but similar methods have also been applied successfully to deal with the propagation and mutual interaction of DSs [26]. In this particle approach, the dynamics of the DSs is described by ordinary differential equations. A comparison of the results of this reduced dynamical description (in the following called reduced dynamics) with the results obtained from the underlying field equations yields good agreement if the shape of moving and stationary DSs does not differ significantly [26]. In particular, both reaction-diffusion equations and corresponding reduced dynamics predict a transition from stationary DSs to DSs traveling with constant finite velocity for an appropriate change of the system parameters [31]. These theoretical predictions give rise to the question whether this drift bifurcation can also be observed in experimental systems.

As a proper candidate for such a system, we have chosen a planar semiconductor gas-discharge system which under suitable conditions exhibits DSs in the form of well-localized current density filaments [17]. This choice is motivated by the fact that the experimental system was modeled as an electrical equivalent circuit for which two- and three-component reaction-diffusion equations have been set up [22,23,31]. These equations qualitatively take account of many pattern formation phenomena that are observed in the experimental system and can be reduced to a particle model near the drift bifurcation point [26,32].

However, a direct comparison of experimental observations to the model predictions is hardly possible as the experimentally recorded trajectories indicate a strong influence of noise in the system that the theoretical models do not take into account. Motivated by the particlelike properties of the DSs observed in the experiment, a Langevin equation is set up for the description of the experimentally recorded dynamics, using only the symmetries of the experimental system. The validity of the Langevin equation allows the application of a data-driven stochastic analysis method [33,34] which allows for the separation of the deterministic and stochastic parts of the dynamics. To verify the efficiency of the data analysis method, the technique is tested on data numerically generated from the equations of the reduced dynamics which
are extended to a Langevin equation by adding appropriate noise terms. It turns out that the application of the technique with respect to the analysis of the recorded experimental data makes possible a comparison of the deterministic part of the experimentally observed dynamics of DSs to the predictions of the model equations. In this way we prove that the reduced dynamics is suitable to describe the deterministic part of the dynamics of DSs in the experimental system, and that a drift bifurcation of these DSs can take place.

The article is organized as follows. Section II describes the experimental system, the applied recording techniques, and the experimentally observed filament trajectories. In Sec. III we recall some aspects of the modeling of the experimental system by reaction-diffusion equations and describe the results of the reduction of these equations to ordinary differential equations in a particle approach. Section IV presents the stochastic data analysis technique and its adaptation to the investigated system as well as a reliability test of the technique based on numerically generated data. Section V deals with the results of the application of the technique to the experimental data. Furthermore, the experimentally detected drift bifurcation is presented in this section. The article closes with a summary and an outlook in Sec. VI.

II. THE EXPERIMENT

A. Experimental setup

The experimental system is a version of an electronic device initially designed for the high speed conversion of infrared images to the visible [18,35]. Figure 1 shows the basic experimental setup, consisting of a high Ohmic semiconducting cathode contacted from one side by a semitransparent gold layer, a gas gap, and an anode consisting of a glass disk coated with a layer of indium tin oxide (ITO), which is transparent for visible light. The semiconductor is a chromium-doped gallium arsenide wafer cooled to 100 K. At this temperature the semiconductor exhibits a linear current-voltage characteristic and a high specific resistivity of $\rho_{SC} \approx 10^5 - 10^9 \ \Omega \ cm$, which can be controlled via the internal photo effect by illumination. The gas in which the discharge takes place is pure nitrogen at a pressure of $p \approx 300 \ hPa$. While the current-voltage characteristic of the wafer is linear, the current-voltage characteristic of the gas is highly nonlinear and partly exhibits negative differential resistivity. The maximum global current of the system is restricted by a series resistor $R_0$ of some $\text{M}\Omega$. Since the electrical current density in the discharge plane of the described device and the density of the luminescence radiation emitted from the discharge space locally are proportional to each other over a large range, the current density distribution can be measured via the luminescence density distribution through the transparent anode (see Fig. 1). To record the corresponding images, a charge-coupled device (CCD) camera with video frequency was used.

B. Experimental observations

For certain parameters of the gas-discharge system, self-organized spatially inhomogeneous luminescence density patterns are observed in the discharge gap. Among other things, we also observe well-localized bright solitary spots in the luminescence radiation distribution that are related to self-organized current filaments. These filaments may travel or stay at rest. In addition, they can interact, and scattering, formation of molecules, and generation and annihilation are frequently observed phenomena [17,36]. To obtain filament trajectories from the recorded data, first the filaments of each recorded image are identified using a recursive algorithm searching for connected regions of high luminance. In the second step, the “center of mass” of each filament is determined. Finally, a trajectory of each filament is generated using a nearest neighbor tracing algorithm. In the present paper, the system parameters are always chosen such that only one filament exists at a given time. In this way, the possible interaction of filaments is excluded.

While performing the experiment, great care is taken to assure spatial homogeneity of the system since inhomogeneities may affect the filament dynamics. The homogeneity was controlled in two ways. First, the device was operated in a mode where no spatial patterns occur. Under these conditions, no indications of possible inhomogeneities in the luminescence distribution were observed. Second, trajectories of moving filaments were analyzed with respect to their statistical behavior. The fact that the relevant statistical characteristics for different trajectories that in general probe different areas of the discharge plane show no significant deviations also strongly supports the hypothesis that the system is rather homogeneously prepared.

Figures 2(a) and 2(b) show trajectories of filaments obtained in the described way for two different sets of system parameters. The circle indicates the border of the area of the gas-discharge plane defined by the mechanical spacer used. Clearly, this boundary has no measurable influence on the dynamics of the DSs since they tend to be located in an internal circle of diameter 15 mm in the center of the discharge area. This confinement in the “active discharge area” is caused by homogeneously illuminating the high Ohmic...
semiconductor electrode, generating a circular shaped area of defined specific resistivity.

Both trajectories indicate a strong influence of noise in the system as the direction of motion changes inside the active area in spite of the homogeneous preparation of the system. The fluctuations might be related to noise in the semiconductor-gas interface. Therefore, in the present analysis of Figs. 2(a) and 2(b) shows that in (a) the trajectories are somewhat smoother than in (b). This is reflected by the fact that the direction of motion in (b) changes significantly more frequently than in (a). Since from theoretical considerations one may expect a nontrivial deterministic part to the dynamics of the DSs, the difference of the behavior of the trajectories of (a) with respect to (b) may be attributed to a difference in this part of the dynamics.

III. A QUALITATIVE MODEL FOR THE EXPERIMENTAL SYSTEM

A. The three-component reaction-diffusion model

To interpret the pattern formation in the experimental device, we recall that for such systems a phenomenological two-component and a three-component qualitative activator-inhibitor reaction-diffusion model have been proposed on the basis of an electric equivalent circuit [23,31,38–40]. In these models, the activating component is related to the avalanche multiplication of charge carriers in the discharge gap, while the voltage drop at the semiconductor wafer takes the role of one inhibitor. The two-component version of the reaction-diffusion model permits a qualitative understanding of the formation of many stationary patterns, e.g., Turing structures [29,41–45] and stationary DSs [5,22,38,23,44] and their bound states [32] in planar dc gas-discharge systems. Similar models have also been investigated in various other fields [27–29]. In particular, we mention the work [46,47], in which the authors investigated moving DSs in more than one spatial dimension, showing that a single moving DS can be stabilized using a global feedback term. However, as discussed in Refs. [26,40], the global feedback term is not sufficient to stabilize two distinct DSs. It has also been shown analytically that a moving two-dimensional DS exists, in principle, in a delicate limit case of the standard FitzHugh-Nagumo model [48]. However, this result has not been confirmed by numerical simulations. The difficulty of describing the motion of more than one DS in two- and three-dimensional space can easily be overcome by introducing a second inhibiting component phenomenologically, so that the description of multiple stable moving DSs becomes possible without a change of the fundamental dynamical principles [26,31,40,49]. In the context of planar dc gas-discharge systems, the second inhibitor component might be related to the voltage drop in the gas region close to one of the electrodes [50] or to the influence of surface charges at the semiconductor-gas interface. Therefore, in the present analysis we apply the following three-component reaction-diffusion system:

\[
\dot{u} = D_u \Delta u + \lambda u - u^3 - \kappa_3 v - \kappa_4 w + \kappa_1 ,
\]

\[
\tau \dot{v} = D_v \Delta v + u - v ,
\]

\[
\theta \dot{w} = D_w \Delta w + u - w .
\]

FIG. 2. Experimentally recorded trajectories of moving DSs. The circle of diameter \( D = 30 \text{ mm} \) indicates the boundary of the area of the gas-discharge plane defined by the mechanical spacer. The active discharge area is slightly larger than the space filled with trajectories. (a) Parameters: global voltage \( U_0 = 2740 \text{ V} \), semiconductor resistivity \( \rho_{\text{SC}} = 4.95 \times 10^7 \text{ } \Omega \text{ cm} \), series resistance \( R_0 = 20 \text{ M}\Omega \), pressure \( p = 280 \text{ hPa} \), temperature of semiconductor \( T_{\text{SC}} = 105 \text{ K} \), thickness of semiconductor \( a_{\text{SC}} = 1 \text{ mm} \), discharge gap width \( d = 250 \mu \text{m} \), exposure time \( t_{\text{exp}} = 0.02 \text{ s} \), recording frequency \( f_{\text{rep}} = 50 \text{ Hz} \), observed global current \( I = 46 \mu \text{A} \).

(b) Parameters: \( U_0 = 3600 \text{ V} \), \( \rho_{\text{SC}} = 2.02 \times 10^6 \text{ } \Omega \text{ cm} \), \( R_0 = 10 \text{ M}\Omega \), \( p = 282 \text{ hPa} \), \( d = 550 \mu \text{m} \), all other parameters as in (a), observed global current \( I = 116 \mu \text{A} \).
Here, \( u(r,t), v(r,t), \) and \( w(r,t) \) are elements of \( C^2(\Omega \times \mathbb{R}) \), where \( \Omega \) is a finite subset of \( \mathbb{R}^2 \), and \( D_{uu}, D_{uv}, D_{uw}, \lambda, \tau, \theta, \kappa_1, \kappa_3, \) and \( k_4 \) are real constants, which are positive except for \( \kappa_1. \) In the parameter limit \( D_{uv} \to 0 \) and \( \theta \to 0, \) the system (1) reduces to a two-component reaction-diffusion system with local feedback term due to the fast inhibitor \( w. \) For this parameter limit and concerning stationary DSs, the shape of the slow inhibitor \( v \) is identical with the shape of the activator \( u, \) and it can be proved [26,31] that a drift bifurcation from stationary to moving DSs occurs if the time constant \( \tau \) of the slow inhibitor \( v \) is increased above the critical threshold \( \tau_c = 1/\kappa_3. \)

The weak point of the model of Eqs. (1) is, first of all, that it is not possible to identify the component \( w \) in the experimental system in an unambiguous way. The same problem exists for some of the parameters. We also remark that the experimental setup contains a series resistor \( R_0 \) (see Fig. 1) that should lead to global inhibition via an integral term in the first line of Eqs. (1). However, this term has been eliminated to simplify numerical calculations:

\[
\kappa'_1 - \frac{\kappa_2}{[\Omega]} \int_\Omega u d\Omega - \kappa_1 = \text{const} \tag{2}
\]

if the integral term is approximately constant. In contrast to the mentioned drawbacks of Eqs. (1) to describe the pattern formation in the experimental gas-discharge system, the amazing fact is that a large variety of phenomena observed in the experimental system can also be found in the behavior of the solutions of Eqs. (1). Among these phenomena we find the formation of various patterns like periodic stripes, hexagonal arrangements, spirals, target patterns, and DSs. For the last, phenomena like generation, annihilation, scattering, formation of molecules, etc., are observed both in the experiment and in the mathematical equations. Also, the Turing bifurcation and the subcritical nature of bifurcations to increasing numbers of DSs can be observed in the experiment and the model equations. Some of the phenomena were predicted from the model of Eqs. (1) and were later found in the experiment, while other phenomena were first detected experimentally and could later be identified in Eqs. (1). From these qualitative successes of the model, we draw the conclusion that strong ties exist between Eqs. (1) and more specific model equations for the experimental system based on the momentum development of the Boltzmann equation, e.g., in the form of a drift-diffusion approximation similar to the set of equations applied to describe pattern formation in planar ac gas-discharge systems [51]. From these considerations we reason that using Eqs. (1) for a qualitative description of patterns and their bifurcations in dc gas-discharge systems with high Ohmic barriers has some justification.

**B. The reduced dynamical system**

Close to the point of the drift bifurcation, the dynamics of DSs as solutions of the field equations (1) can be reduced to ordinary differential equations by projecting the system onto its relevant modes. The drift of the DS in the described parameter limit is induced by the so-called *propagator mode*, which corresponds to the displacement between the activator and the slow inhibitor distribution of the individual DS [26,30]. In the reduced system, the direction of motion and the velocity of the movement are given by the amplitude of propagator mode \( \alpha = \alpha(t) \), which, for a single soliton, is connected to the position \( p=p(t) \) of the DS by the following relations (called the reduced dynamics):

\[
\dot{\alpha} = -\frac{1}{\kappa_3} \alpha - \kappa_3 \left( \frac{\alpha^2}{2} \right)^2 \alpha, \tag{4}
\]

The angular brackets denote averaging over the whole domain. The shape factor \( \bar{Q} \) can be computed from the activator distribution \( \bar{u} \) of a stationary DS solution for a given set of system parameters. If several DSs are interacting, Eqs. (3) and (4) have to be solved for every DS, and each equation must be supplemented by an interaction term \( F(\epsilon_{ij} - p_i - p_j) \) for each interacting pair of DSs at positions \( p_i \) and \( p_j \). This interaction term depends on the distance between the interacting DSs and, like the shape factor \( \bar{Q}, \) can be computed from a stationary DS solution.

From Eq. (3) it can be seen that for a single noninteracting DS, the amplitude of the propagator mode \( \alpha \) is proportional to the velocity \( \dot{p} \). In addition, Eq. (4) shows that for \( \tau \leq 1/\kappa_3 \) only stationary solutions with \( |p| = 0 \) exist, whereas for \( \tau > 1/\kappa_3 \) this solution becomes unstable and a stable solution moving with the intrinsic velocity

\[
|p| = v_0 = \kappa_3^{3/2} \sqrt{\frac{\tau - 1/\kappa_3}{\bar{Q}}}, \tag{5}
\]

appears [26,31]. A comparison of this result with solutions of the field equations (1) in two- and three-dimensional systems shows good agreement [31,49]. We note that the reduced dynamics of a single DS [Eqs. (3) and (4)] can be written in terms of a single ordinary differential equation of second order as

\[
\ddot{p} = \kappa_3 (\kappa_3 \tau - 1) \dot{p} - \frac{\bar{Q}}{\kappa_3} |p|^2 \dot{p}, \tag{6}
\]

formally describing the dynamics of a unit mass particle that can undergo a bifurcation from a stationary state to a moving state with dynamically stabilized intrinsic velocity when the “friction” \( \kappa_3 (\kappa_3 \tau - 1) \) changes sign. The nature of this bifurcation corresponds to the normal form of a drift bifurcation, which is commonly observed in synergetic systems with continuous symmetries [30,52–54].

In contrast to the deterministic dynamics described by Eqs. (1), (3), and (4), we observe that in the experiment the dynamics of DSs is strongly influenced by stochastic fluctuations, which make a direct comparison of the experimental findings with predictions of the above equations impossible. Therefore we choose for the description of the experimental recordings an appropriate stochastic ansatz as a basis for a data analysis technique discussed in the next section. The
Here, the angular brackets denote the ensemble average. The trajectory is known at discrete points of time \( t_i \) and therefore represents a time series \( q(t_i) \). The difference \( \Delta q_i = (q_{i+1} - q_i) \) of each \( q_i \) from its successor \( q_{i+1} \) is visualized by a vector of appropriate length. In order to determine the deterministic part of the dynamics, the interval \([q_{\text{min}}, q_{\text{max}}]\) is divided into three bins \( B_i \), \( i = 1, 2, 3 \), with center \( \bar{q}_i \) and of width \( \Delta q \). In this diagram the averaging algorithm is visualized for bin \( B_1 \), where all differences \( \Delta q_i \) with \( q_i \in B_1 \) (dark vectors) are summed up and divided by their number \( N_i = 5 \). The result is the approximated deterministic part of the dynamics at \( \bar{q}_1 \) multiplied by the time interval \( \Delta t \).

**IV. STOCHASTIC DATA ANALYSIS**

**A. General introduction to stochastic data analysis**

A wide and important class of stochastic dynamical systems are the continuous Markovian systems in \( n \) dimensions which are governed by the Langevin equation

\[
\frac{d}{dt} q_i(t) = h_i(q_i(t), t) + g_{ij}(q_i(t), t) \Gamma_j(t), \quad i = 1, \ldots, n,
\]

(7)

consisting of a deterministic and a stochastic part for a set of \( n \) stochastic variables \( \{q_k(t)\}, k = 1, \ldots, n \). The function \( h \) describes the deterministic drift whereas the stochastic part is expressed by the second term, which is a product of the matrix of noise amplitudes \( g(q, t) = \{g_{ij}(q, t)\} \) and a vector \( \Gamma \) of \( n \) fluctuating Langevin forces. These forces are usually assumed to be \( \delta \)-correlated Gaussian-distributed noise forces with vanishing mean:

\[
\langle \Gamma_j(t) \rangle = 0, \quad i = 1, \ldots, n,
\]

(8)

\[
\langle \Gamma_j(t) \Gamma_j(t') \rangle = 2 \delta_{ij} \delta(t-t'), \quad i, j = 1, \ldots, n.
\]

(9)

Here, the angular brackets denote the ensemble average. Equation (9) characterizes the fluctuations as white noise. Under these conditions, the following relations have been proved in a strict mathematical way [55,56], using Stratonovich’s definition for stochastic integrals [57]:

\[
\begin{align*}
&= \lim_{\Delta t \to 0} \frac{1}{\Delta t} \langle q_j'(t + \Delta t) - q_j'(t) \rangle | q_j'(t) - q |, \\
&= \frac{1}{2} \lim_{\Delta t \to 0} \frac{1}{\Delta t} \langle [q_j'(t + \Delta t) - q_j'(t)] [q_j'(t + \Delta t) - q_j'(t)] \rangle - q_j'(t) | q_j'(t) - q |. 
\end{align*}
\]

(11)

if \( q'(t) \) is a solution of Eq. (7). For the practical data analysis it is assumed that Eqs. (10) and (11) stay approximately valid for finite \( \Delta t \), if \( \Delta t \) is smaller than the characteristic time scale of the system dynamics [33,34]. Here the ensemble average is replaced by the average over all times \( t = t_i \), of the time series for which \( q'(t) \approx q \) with \( t_i = t_0 + i \Delta t \). An illustrative example of this noise filtering technique for the one-dimensional case is given in the following subsection.

**B. Illustration of the stochastic data analysis technique**

To illustrate the technique presented in the last section, a simple example has been considered. Figure 3 shows the one-dimensional trajectory of a dynamic variable \( q(t) \in [q_{\text{min}}, q_{\text{max}}] \) for \( q_{\text{max}} \geq \text{max} \). A stroboscopic view onto the trajectory at equally spaced points of time \( t_i = t_0 + j \Delta t, \quad j = 0, \ldots, 10 \) yields a time series \( q_i := q(t_i) \). A discretization is chosen such that the interval \([q_{\text{min}}, q_{\text{max}}]\) is divided into three nonoverlapping subsets \( B_i = [\bar{q}_i - \Delta q/2, \bar{q}_i + \Delta q/2] \) for \( i = 0, 1 \) and \( B_2 = [\bar{q}_2 - \Delta q/2, \bar{q}_2 + \Delta q/2] \), with equal width \( \Delta q \) and center \( \bar{q}_i \). In the following these subsets \( B_i \) are called *bins*.

The analysis algorithm now works as follows. Each bin \( B_i \) is assigned a scalar \( \hat{q}_i = 0 \) and a counter \( N_i = 0 \). The algorithm assigns each element \( q_j \) of the time series to its corresponding bin \( B_i \) (i.e., \( q_j \in B_i \)), increases the counter \( N_i \) by 1, and adds \( (q_{j+1} - q_j) \) to \( \hat{q}_i \). After all elements \( q_j \) of the time series have been assigned to a bin, the deterministic part of the dynamics is computed by dividing the value \( \hat{q}_i \) of each bin \( B_i \) by its counting rate \( N_i \) and the time discretization \( \Delta t \).

This algorithm is visualized in Fig. 3, where for each element of the time series \( q_j \) the difference \( (q_{j+1} - q_j) \) is symbolized by a vector of appropriate length. The vectors starting in bin \( B_1 \) are marked black, whereas all other vectors...
are shown in gray. In accordance with the averaging algorithm discussed, all black vectors are assigned to bin \( B_1 \), added, and divided by their number \( N_1 \). If the noise amplitude is independent of \( q \) [derivatives drop out of Eq. (10)], the deterministic part of the dynamics in \( q_1 \) is approximately given by

\[
h(q_1) \approx \frac{\langle q_{j+1} - q_j \rangle_{q_j = B_1}}{\Delta t},
\]

(12)

if the corresponding counting rate \( N_1 \) is high enough and the time discretization \( \Delta t \) is small compared to the time scale of the deterministic dynamics.

C. Adaptation to the experimental system

In a classical particle approach for a conservative system one would assume that the dynamical variables for the motion of a single particle are the two-dimensional spatial coordinates of its center of mass, denoted by \( p(t) = (p_x(t), p_y(t))^T \). In such a system, the dynamics can be described by an equation of the form

\[
\ddot{p}(t) = f(p(t)).
\]

(13)

As the gas-discharge system is highly dissipative, additional terms for fluctuation and friction have to be added:

\[
\ddot{p}(t) = f(p(t)) + h(p(t), \dot{p}(t)) + \mathbf{R}(p(t), \dot{p}(t))\Gamma(p(t), t).
\]

(14)

Here \( h \) describes acceleration due to friction and internal degrees of freedom, whereas \( \mathbf{R} \) includes all forms of fluctuation as \( \mathbf{R} \) represents the matrix of noise amplitudes. In the following, \( \mathbf{p} \) will be denoted by \( \mathbf{v} = (v_x(t), v_y(t))^T \). The homogeneous preparation of the discharge area and other measures provide translational and rotational invariance; therefore \( h, \mathbf{R}, \) and \( \Gamma \) do not depend on \( p, \) and \( f = 0 \). This yields the equation

\[
\dot{\mathbf{v}} = h(\mathbf{v}) + \mathbf{R}(\mathbf{v}(t))\Gamma(t).
\]

(15)

In order to apply the analysis technique described above, Eqs. (8) and (9) have to be satisfied. Equation (8) can always be satisfied by introducing an offset in \( h \). Equation (9) is approximately satisfied as long as the correlation of the noise of the systems decays on a smaller time scale than the characteristic time scale of the dynamics investigated.

An experimental determination of \( \mathbf{R} \) by applying Eq. (11) to the two-dimensional experimental system described by Eq. (15) yields velocity independent fluctuations, i.e., \( \mathbf{R}(\mathbf{v}) = \mathbf{R} = \text{const} \). This allows a determination of the deterministic part of the experimentally observed dynamics using Eq. (10), showing that \( h \) features radial symmetry with respect to \( \mathbf{v} \). This symmetry can also be derived from the \( O(2) \) symmetry of the system if the finite size of the system is neglected. Introducing \( h(\mathbf{v}) = h_\phi(\mathbf{v}) e_\phi \) with \( v = |\mathbf{v}| \) and \( e_\phi = \mathbf{v}/v \), Eq. (15) can therefore be rewritten as

\[
\dot{\mathbf{v}} = h_\phi(\mathbf{v}) e_\phi + \mathbf{R}(\Gamma(t)).
\]

(16)

Unfortunately, the number of experimentally available data points for the described analysis is limited, resulting in a rather unsatisfying resolution of the calculated deterministic part \( h(\mathbf{v}) \). This problem can be overcome by taking into consideration the radial symmetry of \( h(\mathbf{v}) \), which allows a reduction of the degrees of freedom by one dimension, resulting in much better statistics and therefore providing a major step toward the analysis of experimentally detected trajectories of particles in the original two-dimensional system. According to the rotational symmetry one may rewrite Eq. (16) in polar coordinates, introducing \( \mathbf{v} = (v \cos \varphi, v \sin \varphi)^T \) and \( \Gamma = (\Gamma_x, \Gamma_y)^T \):

\[
\begin{pmatrix}
\dot{v} \\
\dot{\varphi}
\end{pmatrix} =
\begin{pmatrix}
h_\varphi(v)
0
\end{pmatrix}
+ \begin{pmatrix}
R \cos \varphi & R \sin \varphi \\
-v \sin \varphi & v \cos \varphi
\end{pmatrix}
\begin{pmatrix}
\Gamma_x \\
\Gamma_y
\end{pmatrix}.
\]

(17)

Note that Eq. (17) is interpreted according to the Stratonovich calculus. It can be proved (see the Appendix) that

\[
h_\varphi(v) = \frac{R^2(v)}{v} \approx \frac{1}{\Delta t} \left( v'(t+\Delta t) - v'(t) \right) \bigg|_{v'(t) = v}
\]

(18)

if \( v'(t) \) is a solution of Eq. (17). Alternatively, \( h_\varphi(v) \) can be calculated directly from \( v'(t) \) by applying the following projection (for proof see the Appendix):

\[
h_\varphi(v) \approx \frac{1}{\Delta t} \left( \frac{v''(t+\Delta t) - v''(t)}{v'(t)} \right) \bigg|_{v'(t) = v}
\]

(19)

In Eqs. (18) and (19), the bins introduced in the one-dimensional example take the form of circular rings around the origin. Compared with the two-dimensional averaging process, the counting rate in each bin is greatly increased, increasing the reliability of the calculated results.

D. Efficiency test of the analysis technique on numerically generated data

Although the validity of Eqs. (18) and (19) can be proved in an exact mathematical way (see the Appendix), no exact information is given on the effectiveness of the technique when using a finite number of input data points. In order to guarantee the efficiency of the technique, suitable Langevin equations should be solved numerically and the solutions should be analyzed with the technique (19) discussed above. The result \( h_\varphi(v) \) of this analysis can then be compared with the known deterministic term of the numerically solved Langevin equation, providing an appropriate test for the data analysis technique.

As a promising candidate for this comparison, the reduced dynamics (6) of a single DS in the three-component reaction-diffusion system (1) have been chosen. It can be seen that Eq. (6) can easily be extended to a Langevin equation by adding a noise term satisfying Eqs. (8) and (9):
This equation features rotational symmetry (16) with respect to \( \mathbf{p} = \mathbf{v} \), allowing the application of Eq. (19). For the numerical simulation, the following recursive algorithm has been used [56]:

\[
\mathbf{v}_{n+1} = \mathbf{v}_n + \Delta t \left( \kappa_3 (\kappa_3 \tau - 1) \mathbf{v}_n - \frac{Q}{\kappa_3} \mathbf{v}_n^2 \mathbf{v}_n \right) + R \sqrt{\Delta t} \mathbf{w}_n.
\] (21)

Here \( \Delta t \) is the time step width and \( \mathbf{w}_n = (w_{n,x}, w_{n,y})^T \) is a vector of Gaussian-distributed random numbers satisfying \( \langle w_{n,x} \rangle = 0 \) and \( \langle w_{n,i}, w_{n,j} \rangle = 2 \delta_{ij} \delta_{mn} \), with \( i, j = x, y \). The random numbers are generated from an equidistributed (pseudo)random number \( r_v \) with \( 0 \leq r_v < 1 \) and \( \langle r_v \rangle = \frac{1}{2} \) via [56]

\[
w_{n,i} = \sqrt{\frac{24}{M}} \sum_{m=1}^{M} \left( r_v - \frac{1}{2} \right),
\] (22)

where \( M \) is a large integer (in the simulation, \( M = 20 \) has been used). As a starting point for the simulation of the noise influenced DS dynamics according to Eq. (20), the following set of parameters of the three-component reaction-diffusion system (1) was chosen, as introduced in the context of molecule formation processes [26,58]:

\[
D_u = 1.1 \times 10^{-4}, \quad D_v = 0, \quad D_w = 9.64 \times 10^{-4},
\]
\[
\lambda = 1.01, \quad \kappa_1 = -0.1, \quad \kappa_3 = 0.3, \quad \kappa_4 = 1, \quad \theta = 0.
\] (23)

These parameters provide stable DS solutions in the three-component reaction-diffusion system and yield for the reduced dynamics a shape factor of \( Q = 1950 \). The reduced dynamics predicts for this choice of parameters a supercritical bifurcation from stationary to moving DSs at the bifurcation point \( \tau_c = 3.3 \).

Figure 4 shows the numerically calculated trajectory of (a) an intrinsically moving DS (\( \tau = 3.8 > \tau_c \)) and (b) a stationary DS (\( \tau = 2.87 < \tau_c \)) under the influence of noise with a factor \( R = 3 \times 10^{-4} \kappa_3 \). Note the striking qualitative similarities of the numerically generated and experimentally recorded trajectories (Fig. 2).

In order to test the discussed data analysis technique, we took the trajectory of the numerically calculated examples as raw data, calculated the velocities from the spatial coordinates in lowest order, and analyzed the dynamics with the discussed technique. The result is depicted in Figs. 5(a) and 6(a), where the crosses represent the deterministic part of the acceleration as a function of the particle velocity calculated using Eq. (19), and the dotted curve represents the frequency polygon of the counting rate \( N_0 \) of the corresponding bins. As in every statistic analysis, the reliability of the result increases with the counting rate. As a rule of thumb, the counting rate of the bins must at least take a value between 10 and 20 to consider the corresponding result as reliable.\(^1\)

It can be seen that as long as the counting rate is high enough, the result of the data analysis technique approximates quite well the gray curve representing the theoretical deterministic part of the dynamics (20) used to calculate the raw data for the time series. The intersection points of the theoretical curve with the abscissa mark the intrinsic velocity \( v_0 \) of the DS for the chosen system parameters. This velocity can be determined very well by the data analysis technique. Therefore we conclude that the data analysis technique is reliable and can be used for the analysis of experimentally observed two-dimensional trajectories of noninteracting DSs.

V. APPLICATION OF THE STOCHASTIC DATA ANALYSIS TO THE EXPERIMENT

A. The deterministic dynamics of experimentally observed dissipative solitons

Due to the qualitative similarity of the experimentally recorded trajectories in Fig. 2 to their numerically generated

\[\int f \, dv, \quad \int f \, dv = 2\pi \int f \, dv, \] (24)

which has to be taken into account for the calculation of \( P_n \).
In Fig. 2(a), the luminance distribution of the gas discharge was recorded for an overall time of 62 s. The result of applying the data analysis technique to the corresponding time series with 50 bins of width \( \Delta v = 0.5 \text{ mm s}^{-1} \) is shown in Fig. 5(b). Here, as in Fig. 5(a), the dotted curve represents the frequency polygon of the counting rate and the black crosses represent the calculated acceleration due to the intrinsic dynamics of the DS. For the reliable bins \( (N_i > 10) \), motivated by Eq. (6) a cubic curve, which is depicted as the gray line, has been fitted to the result of the data analysis with the least squares method. The intersection point of this curve with the abscissa at \( v_0 = 11 \text{ mm s}^{-1} \) corresponds to the intrinsic velocity of the experimentally observed DS for the chosen parameters. As in the case of the simulated particle dynamics in Fig. 5(a), the frequency polygon has its maximum close to this point, confirming that the DS moves with its intrinsic velocity most of the time. In the absence of noise and for an ideal homogeneous and unbounded system, the experimentally observed DS would travel with finite constant velocity \( v_0 \) for infinite time.

The trajectories depicted in Fig. 2(a) were recorded for 72 s. In view of the apparent difference of Fig. 2(a) from Fig. 2(b), a different result of the analysis may be expected. This is confirmed when using the method discussed with 20 bins of width \( \Delta v = 2 \text{ mm s}^{-1} \). The result is depicted in Fig. 6(b), where it can be seen that the acceleration of the DS is almost proportional to the velocity with a negative proportionality constant. This means that, in contrast to the intrinsically moving DS in Fig. 2(a), the motion is purely damped, in the depicted case with a damping constant of \( \gamma = 37.6 \pm 1.5 \text{ s}^{-1} \) computed from a linear least squares fit. The DS has no intrinsic deterministic velocity at all and would remain stationary without the driving influence of noise. This case cor-
FIG. 7. Results of the stochastic data analysis for intrinsic velocity \( v_0 \) of the experimentally observed DSs as a function of the specific resistivity of the semiconductor. For every value of the resistivity, the velocity \( v_0 \) was determined by a polynomial fit. Parameters: \( U_0 = 3700 \text{ V}, R_0 = 10 \text{ M}\Omega, \sigma = 286 \text{ hPa}, d = 750 \mu\text{m}, \) all other parameters as in Fig. 2(a). The global current was \( I = 107 \mu\text{A} \).

responds to a classical Ornstein-Uhlenbeck process.\(^2\) Note that the Ornstein-Uhlenbeck process is also approximately realized in the theoretical model [Fig. 6(a)].

The results depicted in Fig. 5 and 6 provide an explanation for the qualitative similarities of the experimentally observed and numerically calculated trajectories: although in the derivation of Eq. (16) only symmetry arguments were used, the deterministic part of the dynamics extracted from the experimental data can be represented by the theoretically derived reduced dynamics in a satisfying way. Further investigations for other points in parameter space in which only one filament is present at a given time have confirmed that the deterministic part of the dynamics can always be classified according to the two qualitatively different cases presented above, and that the functional form of the drift function can be represented by the theoretically predicted third-order polynomial. This observation gives rise to the question whether a drift bifurcation, i.e., a transition between the two states, can be detected in the experiment and which experimental parameter should be used as the control parameter.

**B. The drift bifurcation**

In a systematic investigation, it turned out that a drift bifurcation can actually be found in the experiment by using the specific resistivity \( \rho_{SC} \) of the semiconductor as the control parameter. Keeping all other parameters fixed, the specific resistivity was varied and the corresponding intrinsic velocity \( v_0 \) was extracted from the recorded trajectories using a third-order polynomial fit. In order to visualize the dependence of the measured intrinsic velocity on the control parameter \( \rho_{SC} \), the square of \( v_0 \) has been plotted as a function of \( \rho_{SC} \) (Fig. 7), revealing a supercritical bifurcation of pitchfork shape.

These findings are reflected in the three-component reaction-diffusion system (1) and its reduced dynamics (3) and (4), predicting a pitchforklike bifurcation when varying \( \tau \) [see Eq. (6) and the corresponding scaling law (5) for the velocity of the DS] [31]. Due to the correct qualitative predictions given by the model equations for many experimental observations, it is tempting to relate the parameter \( \tau \) of the theoretical model to the parameter \( \rho_{SC} \) of the gas-discharge device. In fact, it can be seen from the original derivation of the reaction-diffusion system using equivalent circuit considerations [23,38] that \( \tau \) increases monotonically with \( \rho_{SC} \). However, \( \rho_{SC} \) also enters into other parameters of Eq. (1). This means that, while the transition from a region of stationary DSs to a region of intrinsically moving DSs described by Eq. (5) takes place along a line parallel to the \( \tau \) axis, the transition due to a variation of \( \rho_{SC} \) takes place along a different path in the model parameter space. Despite this fact, a linear dependance of \( v_0^2 \) on the bifurcation parameter is observed in both cases, as the qualitative properties of the bifurcation are independent of the exact path in the generic case when close to the bifurcation point.

**VI. SUMMARY AND OUTLOOK**

In the present work we have investigated the dynamics of electrical current filaments in a quasi-two-dimensional dc gas-discharge system with high Ohmic barrier. We refer to these filaments as dissipative solitons. As the dynamics of the experimentally observed DSs is strongly influenced by noise, a data-driven stochastic time series analysis technique has been developed to separate the deterministic from the stochastic part of the dynamics. The efficiency of the analysis technique was proved using a set of ordinary differential equations which provide a qualitative description of the propagation of DSs in the mentioned gas-discharge system. To these deterministic equations, uncorrelated Gaussian noise was added artificially. Using this technique, the correct deterministic part of the dynamics of the DSs could be reconstructed.

The analysis of the dynamics of the experimentally observed DSs has demonstrated that their dynamic behavior can be separated into two qualitatively different regimes. On one hand, one deals with noise-driven DSs, which would remain stationary in the absence of stochastic fluctuations. In this case, the dynamics corresponds to that of a classical Brownian particle. On the other hand, we observe intrinsically moving DSs that travel with a dynamically stabilized finite velocity. The DSs in this regime are also referred to as active Brownian particles [59]. A transition between these two regimes was detected by choosing the specific resistivity of the semiconductor as the control parameter. The corresponding experimentally obtained drift bifurcation is in good agreement with the prediction of a supercritical pitchforklike bifurcation resulting from modeling of the experimental gas-discharge system using a set of reaction-diffusion equations.

---

\(^2\)This is confirmed through the calculation of \( P_{\text{st}} \), the stationary solution of the corresponding Fokker-Plank equation, from the counting rate distribution, as \( P_{\text{st}} \) is a Gaussian distribution with a central second moment of 19.1 mm s\(^{-1}\).
As a rather wide class of dynamic systems can be described by Langevin equations of the form \(7\), this stochastic data analysis technique will certainly find many other areas of application.

**ACKNOWLEDGMENTS**

We gratefully acknowledge support of this work by the Deutsche Forschungsgemeinschaft. Furthermore, the authors would like to thank A. S. Moskalenko and J. Berkemeier for fruitful discussions and St. Flothkötter for developing the programs that have been used to extract the trajectories of the DSs from the recorded luminance distributions of the gas discharge.

**APPENDIX: MATHEMATICAL PROOF**

The goal of the appendix is to prove the validity of Eqs. (18) and (19). A direct transformation of Eq. (15) into polar coordinates using the chain rule yields Eq. (17) with multiplicative noise. To find a stochastically equivalent equation with additive noise, one has to set up the corresponding Fokker-Planck equation. Using the notation of Eq. (7), the drift coefficient \(D_i^{(1)}\) with \(i \in \{\nu, \varphi\}\) for the velocity component takes the form

\[
D_i^{(1)} = h_i + \frac{R^2}{v} g_{ij} g_{ij} = h_i + \frac{R^2}{v} \quad (17),
\]

For the diffusion coefficient \(D_{ik}\) with \(i,k \in \{\nu, \varphi\}\), one finds for \(i,k=\nu\) (see also [56], Sec. 12.1.2)

\[
D_{\nu \nu}^{(2)} = R. \quad (A2)
\]

This yields the Langevin equation

\[
\dot{\nu}(t) = h_\nu(\nu) + \frac{R^2}{\nu} + R \Gamma_\nu(t), \quad (A3)
\]

with the effective force

\[
h_{\nu \nu}(\nu) = h_\nu(\nu) + \frac{R^2}{\nu} \quad (A4)
\]

and \(\Gamma_\nu(t)\) satisfying Eqs. (8) and (9). Applying the data analysis technique discussed in Sec. IV yields the first Kramers-Moyal (KM) coefficient of Eq. (A3):

\[
D^{(1)}_\nu(\nu) = \lim_{\Delta t \to 0} \frac{1}{\Delta t} \langle \nu'(t+\Delta t) - \nu'(t) \rangle_{\nu'(t)=\nu} - \lim_{\Delta t \to 0} \frac{1}{\Delta t} \langle \nu'(t+\Delta t) \nu'(t) - \nu'(t+\Delta t) \cdot \nu'(t) \rangle_{\nu'(t)=\nu} \quad (A5)
\]

The second KM coefficient of Eq. (A3) can be determined by

\[
D^{(2)}_{\nu \nu}(\nu) = R^2 = \lim_{\Delta t \to 0} \frac{1}{\Delta t} \langle \nu'(t+\Delta t) - \nu'(t) \rangle^2_{\nu'(t)=\nu} \quad (A6)
\]

where \(\nu'(t)\) is a solution of Eq. (A3). Calculating \(R^2\) is also possible by determining the second KM coefficients \(D_{ik}^{(2)}\) with \(i,k=x,y\) from Eq. (16) using

\[
D_{i,k}^{(2)}(\nu) = \lim_{\Delta t \to 0} \frac{1}{\Delta t} \langle \nu'_i(t+\Delta t) - \nu'_i(t) \rangle \times \langle \nu'_k(t+\Delta t) - \nu'_k(t) \rangle |_{\nu'(t)=\nu} \quad (A7)
\]

if \(\nu'(t)\) is a solution of Eq. (16). With a noise amplitude independent of \(\nu\), Eq. (A7) can be transformed into

\[
R^2 \delta_{ik} = \lim_{\Delta t \to 0} \frac{1}{\Delta t} \langle \nu'_i(t+\Delta t) - \nu'_i(t) \rangle \times \langle \nu'_k(t+\Delta t) - \nu'_k(t) \rangle |_{\nu'(t)=0}. \quad (A8)
\]

In order to prove Eq. (19) one adds Eq. (A8) with \(i,k=x\) and \(i,k=y\), to find

\[
2R^2 = \lim_{\Delta t \to 0} \frac{1}{\Delta t} \langle \nu'^2(t+\Delta t) + v'^2(t) - 2v'(t+\Delta t) \nu'(t) \rangle |_{\nu'(t)=0}. \quad (A9)
\]

Substracting Eq. (A6) from Eq. (A9) yields

\[
R^2 = \lim_{\Delta t \to 0} \frac{1}{\Delta t} \langle \nu'(t+\Delta t) \nu'(t) - \nu'(t+\Delta t) \nu'(t) \rangle |_{\nu'(t)=0}. \quad (A10)
\]

In order to calculate \(h_\nu(\nu)\) without determining \(R\) from the experimental data, one takes advantage of

\[
h_\nu(\nu) = \lim_{\Delta t \to 0} \frac{1}{\Delta t} \langle \nu'(t+\Delta t) - \nu'(t) \rangle |_{\nu'(t)=\nu} - \frac{R^2}{\nu} \quad (A11)
\]

[see Eq. (A5)] and inserts Eq. (A10):
\[ \lim_{\Delta t \to 0} \frac{1}{\Delta t} \left( v'(t + \Delta t) - v'(t) \right)_{v'(t) = v} - \lim_{\Delta t \to 0} \frac{1}{\Delta t} \left( \frac{v'(t + \Delta t) v'(t) - v'(t + \Delta t) \cdot v'(t)}{v'(t)} \right)_{v'(t) = v} \]

\[ = \lim_{\Delta t \to 0} \frac{1}{\Delta t} \left( \frac{v'(t + \Delta t) - v'(t)}{v'(t)} \right)_{v'(t) = v} \]

This corresponds to Eq. (19). Note that this “projection method” gives a solution to the problem addressed in [56], Sec. 12.1.2, of how to determine \( h_v \) without explicitly computing the fluctuation strength \( R \).


