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ABSTRACT. We show that, for every minimal action of a countably infinite discrete group on a
compact metrizable space, if the extreme boundary of the simplex of invariant Borel probability
measures is closed and has finite covering dimension then the action has the small boundary

property.

1. INTRODUCTION

A basic principle in dynamics is that infinite groups have a complexity-lowering effect when they
act by measure-preserving or continuous transformations. The paradigm of this regularization
phenomenon is entropy, which expresses, logarithmically, the average “cardinality” of a space
under the dynamics when viewed at fixed scales (this requires an averaging mechanism built into
the group itself, in the form of amenability or soficity). For free actions on spaces that are diffuse
or have large covering dimension the entropy can easily be finite, and even zero. In topological
dynamics this kind of regularization also occurs at the dimensional level and is given numerical
expression through the mean dimension of the action. Just as entropy obstructs embeddability
into shifts over finite alphabets whose cardinality is of lower logarithmic value, mean dimension
obstructs embeddability into shifts over cubes whose dimension is of lower value.

A condition closely related to but formally quite different from having mean dimension zero
is the small boundary property (SBP), which asks for a basis of opens sets whose diameters are
null for every invariant Borel probability measure (or equivalently for every ergodic invariant
Borel probability measure). Unlike entropy or mean dimension this definition does not require
any averaging process and makes sense for all acting groups, but it implies mean dimension zero
when the group is amenable (Theorem 5.4 of [22]) and mean dimension zero or —oo for every
sofic approximation sequence when the group is sofic (Theorem 8.2 of [18]) and is known to
be equivalent to mean dimension zero for Z%actions with the marker property, which includes
minimal Z%-actions (Corollary 5.4 of [13]). Moreover, when the group is amenable and the action
is free the SBP is equivalent, by an Ornstein—Weiss-type tiling argument, to almost finiteness
in measure, which means that, up to a remainder that is uniformly small on all invariant Borel
probability measures, the space can be almost covered by finitely many disjoint open towers with
Fglner shapes and levels of small diameter [15] (see Section 2 for more details).

By their very definition in terms of averages over Fglner sets or sofic approximations, topological
entropy and mean dimension have a measure-theoretic aspect and are connected to the existence
and distribution of probability measures that are invariant under the action. Given that topological
entropy captures the exponential growth of the number of partial orbits over Fglner sets (or the
number of dynamical models for sofic approximations) that are distinguishable at fixed scales,
and that such Fglner partial orbits (or sofic models) support uniform probability measures that
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are approximately invariant and hence weak™* close to Borel probability measures that are actually
invariant, it comes as a surprise that, as the Jewett—Krieger theorem demonstrates, nonzero and
even infinite entropy is compatible with the action having only one invariant Borel probability
measure. On the other hand, having nonzero mean dimension or failing to have the SBP does
have consequences for the size and geometry of the space of invariant Borel probability measures,
which brings us to the subject of the present paper.

A simple cardinality argument using balls shows that if G ~ X is a continuous action on a
compact metrizable space such that the simplex Mg (X) of invariant Borel probability measures
has countable extreme boundary then the action must have the SBP. In [23] Ma showed that
the SBP also holds whenever G is countable and amenable, G ~ X is free and minimal, and
the extreme boundary of the simplex Mg (X) is compact (i.e., Mg(X) is a Bauer simplex) and
zero-dimensional. Ma’s approach makes use of noncommutative C*-algebras and was inspired
by Toms, White, and Winter’s proof in [34] of the Toms—Winter conjecture (more precisely the
implication from strict comparison to % -stability) in the case that the tracial state space is a
Bauer simplex whose extreme boundary has finite covering dimension, a result that was also
independently proved using similar ideas by Kirchberg and Rgrdam [16] and by Sato [28] and
builds on Matui and Sato’s breakthrough in the case of finitely many extremal tracial states [24].
In this paper we take further inspiration from [34] as a model for how to proceed in the dynamical
setting, in part by recasting some of its arguments in a more purely dynamical form than what is
done in [23], so as to establish the following generalization of Ma’s theorem.

Theorem A. Let G ~ X be a minimal action of a countably infinite discrete group on a compact
metrizable space. Suppose that Mg (X) is a Bauer simplex whose extreme boundary has finite
covering dimension. Then the action has the SBP.

One significant difference from the results of Toms—White-Winter and Ma is that we have been
able to dispense with the hypotheses of amenability (or nuclearity, in C*-algebraic terms) and
freeness, and so the generalization of [23] actually goes in a couple of different directions. Indeed
we do not need to subject the group to the type of approximate centrality condition that is crucial
in [34] and that would seem to call for Fglnerness of the tower shapes (compare for example
Section 9 of [15]). It might be noted, however, that nuclearity is still implicitly playing a role on
the side of the space, via our bump function constructions in the proof of Lemma 4.7.

What Toms, White, and Winter actually establish is a uniform McDuff property (Theorem 4.6
of [34]; see also Sections 4 and 5 of [1]) that, by the work of Matui and Sato in [24], implies the
passage from strict comparison to Z-stability in the Toms—Winter conjecture. This property is
analogous to almost finiteness in measure and hence, in the case of amenable groups, to the SBP.
Just as the uniform McDuff property (and even the weaker uniform property I' [2]) implies the
equivalence of strict comparison and 2-stability in the Toms—Winter conjecture [1] (the backward
implication being a general fact [27]), the SBP implies, in the amenable case, the equivalence
of comparison and almost finiteness (Theorem 6.1 in [15]), and so we can derive the following
corollary (cf. Theorem 3.5 in [23]). For details on comparison and almost finiteness see Section 2.
Almost finiteness differs from its “in measure” version by requiring the remainder to be small in
a topological sense. For free minimal actions of countably infinite amenable groups on compact
metrizable spaces, it implies that the associated crossed product C*-algebra is 2 -stable [14] and
hence falls under the scope of the classification theorem for simple separable Z-stable nuclear
C*-algebras satisfying the UCT (such C*-algebras we call “classifiable” for short) [12, 9, 32].
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Corollary B. Let G ~ X be a free minimal action of a countably infinite amenable discrete
group on a compact metrizable space. Suppose that Mg (X) is a Bauer simplex whose extreme
boundary has finite covering dimension. Then the action is almost finite if and only if it has
comparison.

In [25] Naryshkin showed that, when G is a finitely generated group of polynomial growth,
every minimal action G »~ X on a compact metrizable space has comparison. Together with
Corollary B this yields the following.

Corollary C. Let G ~ X be a free minimal action of an infinite finitely generated group of
polynomial growth on a compact metrizable space. Suppose that Mg (X) is a Bauer simplex
whose extreme boundary has finite covering dimension. Then the action is almost finite and the
crossed product C(X) x G is Z-stable and classifiable.

Given a simple unital stably finite separable C*-algebra A, a C*-diagonal B C A [17], and
a countable group G of unitary normalizers of B such that G and B together generate A, one
can consider the induced minimal action of G ~ X on the spectrum of B (for minimality see
Section 10.3 of [29]), in which case M¢(X) identifies with the simplex of tracial states on A via
the conditional expectation onto B (see Section 3 of [5]). Theorem A shows that if the trace
simplex of A is Bauer with finite-dimensional extreme boundary then the action G ~ X has the
SBP. In general G ~ X need not have the SBP, as the crossed products of the minimal Z-actions
without the SBP in [22] demonstrate. But these crossed products are not 2-stable and hence not
classifiable [10]. It is an interesting question whether G ~ X will always have the SBP when A4 is
classifiable (see for example [19]).

We begin in Section 2 with some general definitions and notation. Section 3 is devoted to a
dynamical analogue of a C*-algebraic affine function realization result that appears as Theorem 9.3
in the paper [20] by Lin and was employed in both [34] and [23]. Like Theorem 9.3 in [20], this is
based on work of Cuntz and Pedersen on equivalence and traces in [4]. It is pointed out by Cuntz
and Pedersen in Section 8 of [4] that similar arguments also work in an equivariant setting such as
ours, and so we are merely making explicit in the commutative case some of the technical details
on dynamical equivalence that were left to the reader in [4] and then putting them together as in
[20] to obtain the realization result, which we record as Theorem 3.7. With this at hand we then
proceed to the proof of Theorem A, via a series of lemmas, in Section 4. At the end of Section 4
we also give some examples illustrating the application of Theorem A.

Acknowledgements. The authors were supported by the Deutsche Forschungsgemeinschaft (DFG,
German Research Foundation) under Germany’s Excellence Strategy EXC 2044-390685587, Math-
ematics Miinster: Dynamics—Geometry—Structure, and by the SFB 1442 of the DFG.

2. PRELIMINARIES

For a bounded Borel function f on a compact metrizable space X and a Borel probability
measure p on X we usually write x(f) for the integral [y fdpu.

Let G be a countable discrete group and G ~ X a continuous action on a compact metrizable
space. We write Mg(X) for the convex set of all G-invariant Borel probability measures on X
equipped with the weak® topology, under which it is a Choquet simplex. The extreme boundary
of Mg (X) is the set of ergodic measures and is written Mg *(X).
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A Choquet simplex is said to be a Bauer simplez if the set of its extreme points is closed. This
property is characterized by the fact that every continuous function on the extreme boundary
uniquely extends to a continuous affine function on the whole simplex. It obviously holds when
there are only finitely many extreme points, but can already fail when the set of extreme points is
countably infinite. At the opposite end from Bauer simplices is the Poulsen simplex, characterized
by the fact that the extreme points are dense.

For many amenable groups G, including Z, every Choquet simplex can be realized as Mg (X)
for some free minimal subshift action G ~ X [8, 3]. Glasner and Weiss showed that if G does not
have property (T) (which is the case for example if G is infinite and amenable) and G ~ Y is a
nontrivial shift action then M¢(X) is the Poulsen simplex, while if G has property (T) then for
every action G ~ X the simplex Mg (X), when nonempty, is Bauer [11].

The action G ~ X has the small boundary property (SBP) if X has a basis of open sets whose
boundaries are null for G-invariant Borel probability measures. The SBP holds if and only if for all
disjoint closed sets C, D C X and ¢ > 0 there exists an open set U C X such that C CU C X \ D
and p(0U) < ¢ for every p € M (X). This is the equivalence (i)<=>(v) in Theorem 5.5 of [15],
and although the group G is assumed to be amenable there the argument can be rewritten so as
to work for general G by replacing the use of Proposition 3.4 in [15] with the fact that for every
e >0and K C X satisfying u(K) < ¢ for all u € Mg(X) then there is an open set W O K such
that u(W) < e for all p € Mg(X) (one can apply the portmanteau theorem to see this). The SBP
is automatic when G is countably infinite, X has finite covering dimension and the action is free
[21, 30]. Examples of free minimal Z-actions without the SBP can be found in [22].

For sets U,V C X we say that U is subequivalent to V and write U < V to mean than for
every compact set A C U there are finitely many open subsets Uy, ..., U, of X covering A and
$1,...,8n, € G such that the set s;A; for ¢ = 1,...,n are pairwise disjoint subsets of V. The action
has comparison if U <V for all nonempty open sets U,V C X satisfying u(U) < u(V') for every
1€ Mg(X).

A tower is a pair (S, B) where S is a finite subset of G (the shape of the tower) and B is a
subset of X (the base of the tower) such that the sets sB for s € S (the levels of the tower) are
pairwise disjoint. When convenient we can reparametrize the tower (S, B) so that e € S (assuming
S is nonempty) by choosing a t € S and considering instead (St~!,¢tB). The tower is open, Borel,
etc. if the levels are open, Borel, etc. We may also use the word tower to refer to the set SB when
convenient. A castle is a finite collection {(S;, B;)}ier of towers such that the sets S;B; for i € I
are pairwise disjoint. The castle is open, Borel, etc. if all of the towers are open, Borel, etc.

The action G ~ X is almost finite in measure if for every finite set K C G and § > 0 there is
an open castle {(S;, V;) }ier such that

(i) [tSiAS;i|/]Si| < 0 for every t € K and i € I,

(ii) the levels of the castle have diameter less than 4,

(iii) w(X \ ez SiVi) < 6 for every p € Mg(X).
If instead of (iii) we require the stronger condition that there exist S} C S; with |S]| < 6].S;| such
that X \ | |;c; SiVi < L;c; SiVi, then we say that the action is almost finite. Note that the Fglner
condition in (i) forces G to be amenable. If the action G ~ X is free then it is almost finite if and
only if it is almost finite in measure and has comparison (Theorem 6.1 of [15]), and if moreover G
is amenable then almost finiteness in measure is equivalent to the SBP (Theorem 5.6 of [15]).
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3. AFFINE FUNCTION REALIZATION

We record in Theorem 3.7 the dynamical analogue of the C*-algebraic affine function realization
result that appears as Theorem 9.3 in [20]. Like the latter, Theorem 3.7 follows from the theory
of equivalence developed by Cuntz and Pedersen in [4], only this time in the equivariant setting,
which was discussed in Section 8 of [4]. The technicalities in the equivariant case are analogous to
those in the non-equivariant case and were omitted in [4]. For the convenience of the reader we
will supply the details, following [4], for what we need to reach Theorem 3.7.

Throughout this section G ~ X is a minimal action of a countable discrete group on a compact
metrizable space. From the action G ~ X we obtain an action of G on C(X) by the formula
(sf)(x) = f(s7'x) for all f € O(X), s € G, and x € X. On the set C(X,R); of nonnegative
functions in C(X,R) we define a relation ~ as follows: we say that f ~ g whenever there exist
sequences (hy,) in C(X,R); and (sp) in G such that f = > h, and g = ), s,hy, where the
sums are uniformly convergent. We also define a relation < on C'(X,R)y by declaring that f < g
whenever there exists some f’ € C(X,R); such that f ~ f' <g.

Proposition 3.1. The relations < and ~ are transitive.

Proof. Let us show that < is transitive; the transitivity of ~ is proved using the same argument.
Let f,g,h € C(X,R); be such that f < g and g < h. Then we can write f = ) . a; and
>.i8ia; < g=>_;bjand 3 t;b; < h where (a;);, (bj); are sequences in C(X,R) and (s;)i, (¢;);
are sequences in G. Writing U; for the open support of a;, for x € X we set

st ey
0,

cijlx) =
() otherwise.
This is well defined, for if a;(x) # 0 then g(s;z) > >, ak(slzlsix) > aj(x) > 0. To see that ¢; ; is
continuous, it is enough to show, given an = € 9U; and a sequence (x,) in U; with x,, — x, that
¢ij(xn) — 0, and this follows from the fact that a;(z,) — 0 and b; < g.
Next we remark that for € U; we have > . ¢;;(z) = a;(z), while for ¢ U; we have
0=>;¢,;(x) =ai(z). Soin general 3, ¢;;(z) = a;(x). The convergence is uniform by Dini’s
theorem and thus >, > . cij =3 ai = f

Now let j € N and z € X. If g(t._lx) 0, then ¢;;(s; lt 1) = 0 for all i € N, so
B T P U
that >, ¢ j(s; 1t ) = 0. If g(t; Yz) # 0, then ¢;(s; lt lz) = aile; ;ﬂ(t,l)bj)(tj ),
j x
>oicij(s; lt L) < b; (t; 2). In either case,

Zthszc” <Et] (x),

which shows that the series ) ; ZZ tjsic; ; converges pointwise, and hence also uniformly by Dini’s
theorem, to a continuous function dominated by h. (Il

o that

The following properties are readily checked and will often be used without comment. For (v)
one verifies by induction that na + ¢ ~ nb+ d, and then applies (iv).
(i) If (fn) and (gn) are sequences such that f,, ~ g, for every n and the series ), fn, = f
and ), gn, = g converge uniformly, then f ~ g.
(i) If fi < g1 and f2 < g2 then fi + fo < g1 + g2
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(iii) If f < gor f ~ g then f <g.
(iv) If f ~ g (resp. f < g) then Af ~ Ag (resp. Af < Ag) for all A > 0.
(v) If a,b,¢,d € C(X,R)4 are such that ¢ ~ d and a + ¢ ~ b+ d, then for every n € N one
has a + %c~b+%d.
Next we define
I= {f_g : f?g € C(X?R)—H ng}
Lemma 3.2. [ is a closed linear subspace of C'(X,R).

Proof. That I is a linear subspace follows from the basic properties of ~. To show that I is
closed, we first verify, for a given f € I and £ > 0, that there are g,h € C(X,R); such that
g~hand f=g—hand ||g+ h| <] f||+e. By the definition of I we can write f = a — b where
a,b € C(X,R); are such that a ~ b. Writing f, (resp. f_) for the positive (resp. negative) part
of f, we have f +b= f_+a,as f = f — f_. By property (v) we have f, + %b ~ [+ %a for
every n. Set g, = f+ + %(aJr b) and h, = f_ + %(aJr b). Then g, — h, = f and
In = (f++lb) +la~f_+la+la~f_+la+lb:hn,
n n n n n n

while for large enough n we have |gn + hn|| = ||| f| + 2(a+b)|| < || f|| +¢, in which case g, and h,,
fulfill the desired conditions.

Now let (f,,) be a sequence in I with f,, — f € C(X,R) and let us show that f € I. By passing
to a subsequence if necessary, we may assume without loss of generality that ||f,+1 — fn] < 27"
for each n. Since [ is a linear subspace and hence f,+1 — f, € I, by the first paragraph we can
find for each n elements g, h, € C(X,R)y such that g, ~ h, and fn,41 — fn = gn — hy, and
lgn + hn|| < 27", Since max{||gn||, [|hn|l} <277, the series g := > gn and h:= ) h, converge
uniformly. Also, g ~ h by property (i). Finally, we observe that

f_f1:Z(gn_hn):g_h

n

and therefore f = (9 —h) + f1 € I. O

Having shown I to be a closed linear subspace, we define V' to be the quotient space C'(X,R)/I
with the quotient norm ||-|y;. The quotient map C(X,R) — V will be written g — g. The dual
V* of V identifies in the obvious way with the annihilator of I, i.e., with the space of (signed)
Borel measures that satisfy u(f) = u(g) whenever f ~ g.

Lemma 3.3. Let g € C(X,R)1 \ {0}. Then there is a constant L(g) > 0 such that h < ||h||L(g)g.

Proof. Let U be the open support of g, which is nonempty. By minimality and compactness we can
find s1,..., s, € G such that |J;, ;U = X, so that there exists a # > 0 for which """ | sig > 0.
For h € C(X,R)4+ we have

LIRS n
h<|[|plIL < 55 ) sig ~ 5 lklg,
=1

and so we may take L(g) = n/6 by the transitivity of <. O
Lemma 3.4. The image of C(X,R); \ {0} under the quotient map C(X,R) — V is an open set.
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Proof. Let z be an element in the image of C(X,R)4 \ {0}, say z =g where 0 # g € C(X,R)1
is a representative. With L(g) as in Lemma 3.3, we will show that the open ball centred at z
of radius $L(g)~! is contained in the image of C(X,R)4 \ {0}. Let h be an element of V with
|h —g|| < $L(g)~*. Take k € (¢ —h) + I with ||k|]| < $L(g)~*. By the definition of L(g) we
have |k| < [|k[|L(g)g < 3g, so that there exists a w € C(X,R); such that [k| ~ w < g. Set
k' =k +w — |k|. We have k' — k € I, and therefore the class of h in V' is the same as the class of

g—K'. Since g—k' > g—w > 39 # 0, this shows that h belongs to the image of C'(X,R);\{0}. O
Lemma 3.5. {g € C(X,R) : u(g) > 0 for all p € Mg(X)} = (C(X,R)4 \ {0}) + 1.

Proof. Write A for the set on the left-hand side. The inclusion D is a consequence of minimality.
For the reverse inclusion, since A = A+ it suffices to show that the images of A and C(X,R)\{0}
under the quotient map C'(X,R) — V are equal. For brevity write W for the second of these
images, which is open by Lemma 3.4. Suppose that the two images are not equal. Then there
isa g € C(X,R) such that u(g) > 0 for all u € Mg(X) but g € W. Since W and {g} are both
convex and W is open, by the Hahn—Banach saparation theorem there is a ¢ € V* such that
©0(g) <t < p(h) for all h € C(X,R); \ {0}, which means that there is a signed invariant Borel
measure g such that pu(g) <t < p(h) for all h € C(X,R)4 \ {0}. Since ¢ < p(el) for all e > 0 we
must have ¢ < 0. At the same time, if there were an h € C(X,R)4 \ {0} such that u(h) < 0 then
we would have that t < nu(h) for every n € N, a contradiction. It follows that p(g) < 0 < u(h) for
all h € C(X,R)4 \ {0}. The second of these inequalities shows that p is a positive invariant Borel
measure, while the first gives a contradiction to the fact that v(g) > 0 for all v € Mg(X). O

Lemma 3.6. Let g € C(X,R);. Then ||g|ly =inf{|lg — k| : k€I, k < g}.

Proof. Put a = inf{||g — k|| : k € I, k < g}. By definition ||g|ly < «a, and so let us show the
reverse inequality.

First we set 8 = inf{||h|| : h € C(X,R)+, g < h} and argue that o < 8. Given an € > 0, take
an h € C(X,R); with g < h such that ||h|| < 8+ e. Then we can find a ¢ € C(X,R); such
that g ~ ¢’ < h. Put k= g — ¢’. Since g ~ ¢/, we have k € I, and since ¢’ > 0 we have k < g.
Moreover a < ||lg — k|| = ||¢'|| < ||h]] < B + €, so letting ¢ — 0 yields o < S.

To conclude, let us show that 8 < ||g|ly. Given an e > 0 we find a k € I with ||g—k|| < [[g]|v +e&.
Write g —k = (9 — k)+ — (9 — k)—. Since k € I we can write k = k; — ko with ki, ks € C(X,R) 1
and k1 ~ k. Then g+ (9 — k)— + ka2 = (9 — k)+ + k1. It follows by property (v) that for every
n € N we have

1 1
9§9+(9*k)7+ﬁk2“‘(Q*k)++ﬁk’1
and therefore g < (g — k)4 + %kl by the transitivity of <, so that for large enough n we obtain

1 1 _
<=k + k|| < o = kil + ~lhall < gl + 2. O

Theorem 3.7. Let G ~ X be a minimal action of a countably infinite discrete group on a
compact metrizable space. Suppose that Ma(X) is a Bauer simplex. Let f be a strictly positive
function in C(Mg%(X),R) and let 6 > 0. Then there is a nonnegative function h € C(X,R) with
Al < IfIl + 8 such that p(h) = f(p) for all p € Mg5(X).

Proof. Since every continuous function on the extreme boundary of a Bauer simplex extends
(uniquely) to a continuous affine function on the whole simplex, we may assume that f is a strictly
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positive continuous affine function on Mg (X). Since f is continuous and affine it extends to an
clement f € V** which is weak* continuous and hence belongs to V. It follows by Lemma 3.5
that there exists a g € C(X,R)4 \ {0} such that g = f. By Lemma 3.6 we can find a k € I with
k < g such that ||g — k|| < || f|| + 0. Since g — k > 0 and g — k has the same class as g in V' (which
is f), we are done. O

4. PROOF OF THEOREM A

We begin with a series of technical lemmas required for the perturbation-and-patching argument
in the beginning of the proof of Lemma 4.6. The first one is a special case of Lemma 3.4 in [34].
For completeness we include a proof.

Lemma 4.1. Let X be a compact metrizable space and let W be a set of Borel probability measures
on X. Suppose that (f1.,)02q, ..., (fin)ie, are sequences in C(X,[0,1]) such that

lim sup p(finfrn) =0
n—00 ey

for all 1 #1'. Then there exist 0 < fl,n < fin such that
(i) limy, o0 SUpcpy ’M(fl,n) - M(fl,n” =0 foralll=1,...,L, and
(it) imy, oo || finfr nll =0 for all L #£ 1.
Proof. For r € N set ¢,(t) = min{1,rt}. Then sup,>q [t(1—¢y(t))| = (4r)"'. Foreachi=1,...,L
set gin = fin * Doy fir e in which case limy, o0 SUP ey w(g1,n) = 0. Put
hl,n,r - fl,n : (1 —¢¥ro gl,n)
and note that

n—oo

Sup ’/‘(fl,n) - ﬂ(hl,n,r‘)’ = Sup N(fl,n(‘/?r o gl,n)) < r-sup M(Ql,n) —0
new new new
and, for [ # 1/,
(4.1) ||hl,n,rhl/,n,r|| = Hfl,nfl/,n(l —¥ro gl,n)(l —$ro gl’,n)”
1
< g1 = wrogin))l < e

The proof now concludes with a saturation argument: for each r € N pick an N, € N so that
supew [14(fin) — #(hin, )| < 1/r for all n > N,. We may assume that Ny =1 < Ny < N3 <....
For n € N, set r, := max{r € N: N, < n}. Clearly N,, <n < N, 4; for all n € N. Setting
flm = hypn,r, We have

sup |u(fin) — p(fin)l < i

new Tn
for all n € N. This and (4.1), along with the fact that r, — oo as n — oo, conclude the proof. [

We now apply Lemma 4.1 and Theorem 3.7 to establish the following (cf. Lemma 3.1 in [23]).

Lemma 4.2. Let G ~ X be a minimal action of a countably infinite group on a compact metrizable
space. Let W1, ..., W, be pairwise disjoint closed subsets of Mgrg(X) and let € > 0. Then there
exist pairwise disjoint closed sets K1,..., K C X such that

u(K;) >1—¢
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forallpe W; and j=1,...,L.

Proof. Since W1, ..., Wy, are closed and pairwise disjoint, by Urysohn’s lemma we can find, for
each n € N, functions 1 p,..., ¥, € C(MG5(X),[1/n,1 — 1/n]) with ¢ ,|lw, =1 —1/n and
Yinlw, = 1/n for I’ # 1. Since Mg(X) is a Bauer simplex, we can extend these to strictly positive
affine continuous functions on M¢(X) of norm at most 1—1/n, for which we use the same notation.
By Theorem 3.7 there exist f;,, € C(X,[0,1]) such that pu(f;,) = ¥ n(p) for all p € Mg(X). The
condition in Lemma 4.1 is clearly satisfied for W = UiL:1 W; there, and so by replacing f; , with

flm from the conclusion of that lemma we may also assume that limy, oo || finfr ol = 0.
Choose n € N large enough so that

(i) p(fin) >1—c¢forall p € W, and

(i) || fonfirall < €2 for all 1 £ 0.
Setting K; = {z € X : fj,,(x) > €} for each [, we obtain closed sets which are pairwise disjoint
due to (ii). Moreover, for u € W; we have fX\Kl findp <e-pu(X \ K;) < e and hence, by (i),

p(Ky) > / Jindp = p(fin) — / findp>1— 2. 0
K X\K;

The next lemma is the well-known comparison property for ergodic probability-measure-
preserving actions.

Lemma 4.3. Let G ~ (X, p) be an ergodic measure-preserving action of a countable group on
a probability space. Let A,B C X be measurable sets with u(A) = u(B). Then there exist a
collection {As}seq of pairwise disjoint measurable subsets of A indexed by G (some of which may
be empty) such that pu(A\ | |,cq As) = 0 and the sets sAg for s € G are pairwise disjoint and
contained in B.

Proof. Fix an enumeration si, So,... of G and recursively define pairwise disjoint measurable
subsets A1, A, ... of A by setting Ay = AN s B and A, = (A\ | [}5] Ai)Ns,; (B |_|l 1 SiAi)
for n > 1. Then the sets s, A, for n > 1 are pairwise disjoint and contamed in B. Moreover,
the complement C' = A\ | |,~; Ay satisfies u(C) = 0, for otherwise the measure of the set
D = B\ ||,>1 $nAn, being equal to u(C), would also be nonzero, in which case ergodicity and the
G-invariance of the set GC would imply the existence of an ng € N such that u(s,,C N D) >0,
contradicting our choice of the set A,,. g

Lemma 4.4. Let G ~ (X, u) be an ergodic measure-preserving action of a countable group on a
probability space. Let ¢ € N and let Aq,..., Ay C X be pairwise disjoint measurable sets of equal
measure. Let € > 0. Then there exists a finite collection {B;}jey of pairwise disjoint measurable
subsets of A1 and sets S; C G of cardinality q such that {(S;, Bj)}jes is a castle and
(i) for every j € J there is an enumeration s;u,...,Sjq of S;j such that s;,B; C Ay, for all
k=1,...,q, and
(i1) 1(Ujes S1B7) = u(LIL_, Ar) — .

Proof. By Lemma 4.3, for every k =1, ..., q there exists a collection {Ay, s}seq of pairwise disjoint
measurable subsets of A; indexed by G such that pu(A; \ | |,cq Ak,s) = 0 and the sets sA; ; for
s € (G are pairwise disjoint and contained in Aj. Writing W for the collection of g-tuples of
distinct elements of G, for every w = (s1,...,sq) we set By, = (\1_; Aks, and Sy = {s1,..., 54},
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in which case |Sy,| = g and spB,, C Ag for all k =1,...,q. The sets B, partition a conull subset
of Ay, and so by the countable additivity of ;1 we can find a finite subcollection Wy C W such that

#(Uwerwy Bu) > 1(A1) — £/q and hence (e, SuBu) > a(u(A1) — £/a) = p(LLI_, Ax) - <.
Thus the sets S, and B, for w € W will do the job. O

Lemma 4.5. Let G ~ X be a minimal action of a countably infinite discrete group on an infinite
compact metrizable space. Let j € M5®(X). Let g € N. Let Q be a finite subset of C'(X,[0,1]).
Let 6 > 0. Then there is an open castle {(Sj, Vj)}jes such that, for each j € J,

(i) the shape S; has cardinality q,
(ii) the diameters of the sets h(S;V;) C R for h € Q are all at most 4,

(iii) p(lje s S5V5) =1 = 6.

Proof. By compactness and continuity we can find a finite open cover U of X so that for every
U € U and h € Q the image h(U) has diameter at most §/2 in R. Applying the standard recursive
disjointification process with respect to some fixed enumeration of the elements of U, we obtain a
finite Borel partition {B;};c; of X such that h(B;) has diameter at most §/2 for all h € Q and
1€l

Since G and X are infinite and the action is minimal, the measure p is atomless. Thus

(
(2
measure u(B;)/q. For each i € I we apply Lemma 4.4 to {Bfl)}?zl so as to obtain a Borel
castle {(5i;, Bij)}jes; such that | |;c; Si;Bi; C Bi, each shape S;; has cardinality ¢, and
(e, SijBij) = w(Bi) —0/(2|1]). Putting these |I| many castles together, we obtain a Borel
castle {(S}, E;)}jes such that each shape has cardinality ¢, the measure of | |.. ; S;E; is at least
1 —0/2, and each tower is entirely contained in some B;.

Using the regularity of p, for each tower base E; we can choose a compact subset K; C E; so
that u(K;) > p(E;) —96/(2q|J|). Since {(Sj, Kj)} e is a closed castle, there is a positive constant
bounding from below the distance between any two of its levels. By the uniform continuity of
the homeomorphisms coming from the elements in g S;, we can then find for each j an open
neighbourhood of Kj, say Vj, so that {(5},V})}jes is again a castle. In view of the uniform
continuity of the functions h €  and of the homeomorphisms coming from (J ; S;, we can also
choose the neighbourhoods V; so that the image of each tower under any of the functions of €2 has
diameter less than §. Finally, we observe that

u< ] Sﬂ/}) >q> wK) =gy (M(Ej) - QQ(\SJO

jed jed jed

:M<|_|sjEj>—‘2sz1—5. O

jeJ

each B; can be written as a disjoint union of ¢ sets, say B D for | = 1,...,q, which each have

jeJ

The next lemma provides us with a uniform incrementation mechanism that later in Lemma 4.7
will be leveraged into a global condition via a maximality argument, much along the lines of what
was done in the C*-algebraic context in Section 4 of [34].

Lemma 4.6. Let G ~ X be a minimal action of a countably infinite discrete group on an infinite
compact metric space. Suppose that Mg(X) is a Bauer simplex and that Mgrg(X) has finite
covering dimension. Then there exists an o > 0 such that for every finite set Q C C(X,[0,1]) and
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n > 0 there are di,dy € C(X, [0, 1]) satisfying dida = 0 and p(d;h) > ap(h) —n for every i =1,2,
h e, and p € Mg (X).
Proof. Set 6 =n/4. Write m for the covering dimension of M7 ®(X). Let € be a finite subset of
C(X,0,1]).
By Lemma 4.5, given p € Mg #(X) there is an open castle 6, := {(Sy.j, Upuj) }ies,

(a) each shape S, ; has cardinality 2(m + 1),

(b) the diameters of the sets h(S, ;U ;) C R for h € Q are all at most 6/(2(m + 1)), and

(©) nljes, SuiUus) >1 - 8% /4.
We may assume, by reparametrizing the towers if necessary, that all of the shapes S; ; contain

the identity element, a fact that will be used for a couple of estimates later in the proof. In view
of (c¢) we can find open sets V,,; C V), ; C U, ; such that the set Cy, := | |..; S, ;V,,; satisfies

w(Cy) >1—6%)2.
Consider for each p € M7 #(X) the weak® open neighbourhood
W, = {ve Mg®X):v(C,) >1-48/2}
of u. By compactness the cover {Wu}ueMgrg(X) has a finite subcover {W,,,,..., W, }. By the

j€Ju

m-dimensionality of Mg *®(X), we can refine this finite subcover to an (m + 1)-colourable open
cover, i.e., we can find an open cover {W;; : k = 1,...,k;, i = 0,...,m} so that for each
t=0,...,m the collection {m}ﬁ;l is disjoint and for each ¢ = 0,...,m and k = 1,..., k; there
is an I(i, k) € {1,..., L} such that W, C W, .

Let i € {0,...,m}. Set M = maxj—1,__, ’JHl(i,k) |. Since the sets m fork=1,...,k; are closed
and pairwise disjoint, Lemma 4.2 allows us to find pairwise disjoint closed sets Aq,..., Ay, € X
such that pu(Ag) > 1 —62/(8(m + 1)2M?) for all p € W, and k = 1,...,k;. By the regularity
of X we can find open sets Oy, such that A, C O and the collection {@}z;l is disjoint. For

k=1,...,k; set

B, = m {s—lOk 1§ € Uje]“l(i,k) SM(i,k)J}
and

A = ﬂ {3—1Ak = Uje‘]“l(i,k) Sm(iyk%j}.
Notice that for u € W, ;, we have

(12) PO\ A) < | 20m -+ (X Ag)
52
S Hmr DM
Set
¢ = {(Sﬂz(i,km? UM(i,k)J N Bk) tk=1,...ki,j€ J#Z(i,k) }7

which is an open castle whose shapes all have cardinality 2(m + 1). Note also, by condition (b)
above, that for every tower (T,V) of € and every h € Q the image h(TV) has diameter at most
5/(2(m +1)).

For every k = 1,...,k; and j € Jy,,,, we use Urysohn’s lemma to find a function f;; €

C(X,[0,1]) such that fy;=1on V. ;N A and fy,; is supported in Uyiyi N Bee If pis a
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measure in |_|’,z;1 Wik, say pp € W, ¢, then we have

“<§: > > kau’)

k=1 5€Juy(; 1y S€Shys.yd

IEDID SRy
T€T w5 1y 5€Suy(i jyd
Z Z Z M<3<V#l(¢,;;)uj N Afc))

T,y €5y

=2(m+1)- Z /‘(Vuz(i,z)d N Ap)

je‘]“z(z‘,l'c)
(4.2) 62
> Q(m + 1) . Z <M(V#z(z‘,k)7j) - 4(7)14-1)]\4)
jEJ‘“l(i,l_c)
52“]#1 i,k ’
B ‘ (3,k)
= H< |_| SML(i,E),jV“l(i,EW) - 2M
I€Iuy; 1y
B c 52"]#“1',1%)‘
— /L( Nz(i,l%)) o W
52
> 1Cuiy) = 5
>1— 6%

Re-indexing everything for simplicity, what we have constructed above are an open cover
{Wo, ..., Wy} of M®(X) and, for each i = 0,...,m, an open castle {(S; j, Vi ;) }jes, and functions
fi; € C(X,[0,1]) for j € J; such that

(i) the function ¥; == 3", ; > s , sfij satisfies w(tp;) > 1 — 62 for every p € W;
and, for every j € J;,
(ii) the shape S;; has cardinality 2(m + 1),
(iii) the diameter of the set h(S;;V; ;) C R is at most §/(2(m + 1)) for all h € €,
(iv) fi; is supported in Vj ;.
Note that (i) implies that, for every pu € Wj,
(4.3) p{x € X thi(x) >1-0}) >1-4.
Set g ="y > e fi,j- For real numbers a < b we write ¢, for the continuous function on R
which is 0 on (—o0,a], 1 on [b,00), and linear on [a, b], and put
dir =525 ° 9,
dy=1—pps0g.
Then di, ds € C(X, 0, 1]) satisfy didy = 0.
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Now let h € Q and suppose we are given a pu € Mg ®(X). Take an 0 < ¢ < m such that p € W;.
Observe that

1
(44) 2 ulfish) = gr—rgyuliih)| = > D mfiglh—s7'h)
m+ 1) 2(m +1)
j€J; Jj€Ji €85 ;5
(iif), (iv)
S TmiD X 2 X Vi)
]EJI s€8; ; m - 1
o
= amn) <
Since di + 61 > (m + 1)~ 1g, it follows that
pldih) = ———p(gh) — o
1
()
Jj€J;
44) 1 1
= m+1 2(m+1) (ih) =25
(4.3) 1
>
2 Sy =4
On the other hand, for every u € Mg ®#(X) we have
p((1 = da)h) = p((pos © g)h)
<35 uti
= OJEJL
(iii)
< ZZ m+1 (lewjh> +0
1=0 jeJ; SES;
m+1
= mu(ﬁ) +90
1
and thus
1
pldah) = p(h) — (1 — o)) > L pu(h) 5

We conclude that p(d;h) > (2(m +1)%)"'u(h) —n for all i = 1,2 and p € M{®(X), and hence
also for all € Mg(X) by the Krein-Milman theorem. O

Lemma 4.7. Let G ~ X be a minimal action of a countably infinite discrete group on an infinite
compact metrizable space. Suppose that M (X) is a Bauer simplex and that Mg ®(X) has finite
covering dimension. Let C and D be disjoint closed subsets of X. Then for every § > 0 there exist
hi,he € C(X,[0,1]) such that hiha =0, hy =1 on C, ha =1 on D, and p(h1 + ha) > 1—0 for
all p € Mg (X).
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Proof. Consider the set of all A € [0,1] such that there exist hy,ho € C(X,][0,1]) satisfying
hihy =0, hy =1 on C, hs =1 on D, and u(hy + hy) > A for all p € Mg(X). By Urysohn’s
lemma this set contains 0 and hence is nonempty, so that it has a supremum 8. What we need to
show is that § = 1.

Suppose to the contrary that 5 < 1. Let a > 0 be as given by Lemma 4.6. Choose an n > 0
small enough so that o(1 — 5 —mn) > 5n. Then we can find hy, hy € C(X, [0, 1]) satisfying h1ha = 0,
hi =1on C, hg =1 on D, and p(h1 + he) > 8 —n for all p € Mg(X). With ¢, for a < b
denoting as before the continuous function on R which is 0 on (—oo,al, 1 on [b, 00), and linear on
[a, b], we define

J1 = pan3y 0 ha,
f2 = a3y 0 he,
g1 = ¢n,2n © h1 — pan 3y © ha,
g2=1—g1— f1— fa
These four functions form a partition of unity in C'(X). By Lemma 4.6 there are d1, dy € C(X, [0, 1])
such that dide = 0 and, for all p € Mg (X),
(4.5) pu(digr) = aplgr) =,
1(d2g2) = ap(gz) — .
Define
hi = fi +digy,
hy = fa + daga.

Since the products fi1g2, fog1, f1f2, and dids are all zero we have ﬁlfzg =0.
Let p € Mg(X). If it happens that u(f1 + f2) > 5+ n then we have

p(hy + ho) > p(fr + f2) = B+
If on the other hand u(f1 + f2) < 8+ n then
wgr+g2) =1—pu(fi+fo)>1-8—n
and hence, using the inequalities f1 + fo > h1 + ho — 27 and (4.5) along with our choice of 7,
p(hy + ha) = p(f1 + f2) + p(digy) + p(dags)
> p(hy + ha) = 20+ ap(gr + g2) — 2
>p—=5m+a(l-F5-n)
>
Thus in either case we have (ki + hg) > 8, contradicting the definition of 8. O

Proof of Theorem A. We may assume that X is infinite, for otherwise the SBP is obvious. Let C'
and D be disjoint closed subsets of X and let § > 0. By the characterization of the SBP mentioned
in Section 2, it suffices to find an open set U C X such that C CU C X \ D and p(0U) < § for
every p € Ma(X). By Lemma 4.7 there exist hi, he € C(X, |0, 1]) such that hihe =0, by =1 on
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C,hy=1on D, and u(hy + hy) >1—4 for all uy € Mg(X). Set U ={x € X : hy(z) > 0}. Then
hi1 = ha =0 on QU, so that for every p € Mg(X) we have

u(aU) <1- M(hl + hg) <.
Since C C U C X \ D, we are done. O

The following provides some examples of actions of locally finite groups on infinite-dimensional
spaces to which Theorem A applies.

Example 4.8. Using the same kind of construction carried out in [31] in the C*-algebraic
framework of simple interval algebras, we can build the following minimal actions G ~ X of
UHF-type limits of permutation groups with prescribed metrizable Choquet simplex as the space
of invariant Borel probability measures and with X of infinite covering dimension. Let m1,mao, ...
be a sequence of integers greater than 1. For each k set ny = mims---my and define G, to be
the permutation group Sym(ny).

Write Y for the Hilbert cube and set X =Y x {0,...,n; — 1}. The construction will also work
for other path-connected compact metrizable spaces Y, such as finite-dimensional cubes, but we
are interested here in examples of the SBP beyond the setting of finite-dimensional spaces, where
it is automatic assuming the action is free [22, 30] (another possibility would be to let the space Y
depend on k and tend to infinity in dimension, like in the construction of many simple AH algebras,
including the C*-algebras of Villadsen and Toms in [35] and [33], whose Z-dynamical analogues
do not have the SBP [22, 10]). For each k > 1 let fro,..., fkm,—1:Y — Y be continuous maps.
Then we define a continuous connecting map @gy1 : Xgr1 — X by

er+1((y, ang +0)) = (fr+1,0(y), b)
fora=0,...,mp1 —1land b =0,...,ny — 1. The group Gy acts on X; by permuting the
second coordinate, and these actions induce embeddings vy : G < Gj1 such that sppiq(z) =
Ok+1(k(s)z) for all x € Xjy1 and s € Gg. Write X for the inverse limit of the spaces Xj and G
for the direct limit of the groups G. Then G is a countably infinite locally finite group and we
obtain a continuous action G ~ X on a compact metrizable space.

Now suppose that for every k one has (55 11 fr+1,.(Y) =Y. Then the connecting maps ¢,
are surjective. Moreover, one can check in this situation that the action will be minimal precisely
when for every k € N and nonempty open set U C Y there is an integer [ > 0 such that for every
y € Y there are a; € {0,...,my — 1} for j =0,...,1 for which

(flc,ao o fk+1,a1 ©:---0 fk+l,a[>(y) eU

(compare Lemma 1.2 in [31] and Proposition 2.1 in [6]). The construction in Section 3 of [31]
shows that, given any metrizable Choquet simplex S5, if we choose the numbers my to grow fast
enough then one can choose functions f; satisfying these conditions in such a way that Mq(X)
is affinely homeomorphic to S. Note that Lemma 3.8 of [31] works just as well with almost the
same proof even if P therein is replaced with the simplex of Borel probability measures on any
compact metrizable path-connected space that is not a point (such as the Hilbert cube). Note
moreover that, in the proof of Lemma 3.7 in [31], for each k a modification of two of the initially
chosen functions fj; is made so as to produce an iterated dyadic splitting of the interval that
guarantees simplicity (which translates as minimality in our context) without changing the trace
simplex in the limit. It is for the latter purpose that the growth condition on the numbers my
is used, via Lemma 3.5 in [31]. In our case we can still dyadically split to the same effect but
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now in a way that incorporates larger and larger finite sets of coordinates in the Hilbert cube, so
that we now need to modify a growing number of the f;; from stage to stage. If moreover we
set one of the f;; for each k to be the identity map then the space X contains closed subsets
homeomorphic to Y and hence is infinite-dimensional. These modifications can all be absorbed
at the measure-theoretic level (i.e., without changing the simplex of invariant Borel probability
measures in the limit) by requiring that the numbers mj grow even faster.

The above actions are closely related to the orbit-breaking techniques that appear in the study
of C*-algebra crossed products. For example, if Y is a singleton then, up to orbit equivalence, we
get a Z-odometer but with one orbit cut into two pieces where the infinite rollover occurs. This
gives rise to an AF algebra (the C*-algebraic analogue of local finiteness, or of a locally finite group
acting on the Cantor set) inside the crossed product of the odometer, with the inclusion inducing
an isomorphism of Ky groups. The crossed product itself is not AF (the acting group Z yields a
K obstruction) but rather a Bunce-Deddens algebra. See Example VIII.6.3 and Section VIIL.7 of
[7].
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