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Abstract

A discrete group is called C*-simple if its reduced C*-algebra is simple. A
dynamical characterization of C*-simplicity was recently obtained by Kalan-
tar and Kennedy, namely that a discrete group is C*-simple if and only if it
acts freely on its Furstenberg boundary. Shortly afterwards, a group-theoretic
characterization was obtained as a consequence by Kennedy - C*-simplicity is
equivalent to the group admitting no amenable recurrent subgroups. We in-
vestigate these characterizations, and use them to give proofs of various groups
being C*-simple. In addition, we also briefly discuss the relationship between
C*-simplicity and the unique trace property - the property that the reduced
group C*-algebra admits a unique tracial state. It is shown that C*-simplicity
implies the unique trace property, and we mention counterexamples to the con-
verse.
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1 Motivation and history
Let G be a finite group. A linear representation of G is an action of G on a complex
vector space V by linear transformations. Recall that the group ring C[G] is an
algebra with basis elements {λg | g ∈ G}, and product given by λgλh = λgh (extend
linearly). For any G, there is always a canonical representation on V = C[G], where
g · λh = λgh. This representation, and any representation of G in general, can be
naturally viewed as being a C[G]-module by extending the action of G linearly.

Now, C[G] (both the canonical representation and the algebra) carries much
of the group-theoretic properties in the case of finite G. For example, C[G] as
a representation breaks up into a direct sum of the irreducible representations of
G, with multiplicity of each irreducible representation given by its dimension. As
the algebra acting on this representation, C[G] breaks up as a direct sum of matrix
algebras by the Artin-Wedderburn theorem, with sizes again given by the dimensions
of each irreducible representation. (It is also worth noting that these spaces are finite
dimensional and, as one learns in an introductory functional analysis course, finite-
dimensional vector spaces are “complete” in every reasonable sense. Hence, there is
nothing deep to say about the analytic structure of C[G] in this case).

Now assume G is an infinite discrete group. There is natural analytic represen-
tation theory associated to our group - instead of considering C[G], a vector space
with algebraic basis given by the elements of G, one can consider `2 (G), a Hilbert
space with orthonormal basis given by the elements of G. Note that C[G] embeds
densely into `2 (G), and the action of G on C[G] extends to an action by unitaries on
`2 (G). The algebra C[G] embeds naturally into the algebra B

(
`2 (G)

)
of bounded

linear operators on `2 (G), however it is no longer closed under the operator norm
- closing it under this norm yields the reduced group C*-algebra C∗r (G). There is
also the option to close it under the weak operator topology, yielding the group
von Neumann algebra, which we will not consider here. Note that we are often,
but not always, interested in countable groups. (Uncountable groups usually come
equipped with some natural non-discrete topology, in which case the story becomes
much different - see Section 3). On the other hand, it can be shown that any locally
compact countable group is discrete.

Our main concern is that of knowing a fundamental property of the group C*-
algebra, namely when it is simple (that is, it has no nontrivial, closed, two-sided
ideals). The first result on this matter was given by Powers in 1975, when he showed
that F2, the free group on two generators, is C*-simple. Since then, considerable
efforts have been made in finding C*-simple groups. The following is a small sample
of discrete groups which were proven to be C*-simple prior to the results discussed
in this paper:
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Class of groups Author(s) Date Reference
F2 Powers 1975 [Pow75]
Large class of groups containing:
- Fuchsian groups
- F-groups
- Free products of at least 2 cyclic
groups (except Z2 ∗ Z2)

Akemann 1981 [Ake81]

Powers groups de la Harpe 1985 [Har85]
Weak Powers groups Boca and

Niţică
1988 [BN88]

Countable linear groups with no nontrivial
amenable subgroups

Poznansky 2008 [Poz08]

Certain groups with non-vanishing `2-
Betti numbers

Peterson
and Thom

2011 [PT11]

Countable groups containing a non-
degenerate hyperbolically embedded sub-
group and no nontrivial finite normal sub-
groups

Dahmani,
Guirardel,
and Osin

2017 [DGO17]

Free Burnside groups B (m,n) withm ≥ 2
and n odd and sufficiently large

Olshanskii
and Osin

2014 [OO14]

Since Powers’ result in 1975 on F2 being C*-simple, the proof has been abstracted
to various classes of groups satisfying some form of Power’s property (see [Har85] for
the definition of the original property), and this had been about the only method
for determining the C*-simplicity of any given group.

Recently, a dynamical characterization of C*-simplicity was obtained - a group
G is C*-simple if and only if it acts freely on its Furstenberg boundary ∂FG, if
and only if it acts topologically freely on some G-boundary [KK17]. We prove this
characterization in Section 4. An intrinsic characterization of C*-simplicity was
also obtained as a corollary, namely that a group is C*-simple if and only if it has
no amenable recurrent subgroups (equivalently, no nontrivial amenable uniformly
recurrent subgroups) [Ken15]. This is discussed in Section 5, along with various
improvements. Both of these characterizations were used to give (easier) proofs of
previously-known C*-simplicity results, as well as new results. We present some of
these and other examples in Section 7, along with alternate proofs.

Up until recently, it was also an open question whether being C*-simple is equiv-
alent to the reduced group C*-algebra admitting a unique tracial state - the canon-
ical tracial state given by τλ (a) = 〈 aδe | δe 〉. This conjecture is true if, instead,
one considers the group von Neumann algebra. The dynamical characterization of
C*-simplicity gives an easy proof that C*-simplicity implies the unique trace prop-
erty, while Le Boudec showed that there were counterexamples to the converse. We
discuss this topic in Section 6.
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2 Preliminaries
The reader is assumed to be familiar with the basics of operator algebras, in partic-
ular C*-algebras. A good introduction to the topic is given in [Arv76] and [Dav96].
To make this paper more self-contained, and to establish terminology, we provide a
brief recap of various concepts we will use. Note that, unless stated otherwise, all
our groups are assumed to be discrete.

2.1 Group representations and group C*-algebras

Let G denote a discrete group. A unitary representation of G is a group homo-
morphism π : G → U (H), where H is a Hilbert space, and U (H) denotes its
group of unitary operators. We do not consider the zero representation to be a
unitary representation. Such a representation is called irreducible if H admits no
nontrivial closed invariant subspaces. Note that there is a natural extension to a
*-representation π : C[G] → B (H) by linearity. It is also convenient sometimes
to identify C[G] with Cc (G), the continuous, compactly supported (hence, finitely
supported) functions on G. Equipping C[G] with the 1-norm (where the norm of
f = ∑

g∈G αgg ∈ C[G] is given by ‖f‖1 = ∑
g∈G |αg|), there is a further extension to

a contractive *-representation of `1 (G) by continuity. A representation H is called
cyclic if the span of π (G) ξ = {π (g) ξ | g ∈ G} is dense in H for some ξ ∈ H,
with ξ being called a cyclic vector. In particular, it can easily be shown that a
representation is irreducible if and only if every nonzero vector in H is cyclic.

By λ : G→ B
(
`2 (G)

)
, we denote the left-regular representation. Here, `2 (G) is

the Hilbert space of square-summable functions on G (that is, functions f : G→ C
satisfying ∑g∈G |f (g)|2 <∞), together with inner product given by

〈 f1 | f2 〉 =
∑
g∈G

f1 (g) f2 (g) for f1, f2 ∈ `2 (G) .

The action of G is left-translation: for any f ∈ `2 (G), g ∈ G, and x ∈ G, we have
(g · f) (x) = f

(
g−1x

)
. This is, in a sense, the canonical unitary representation of G.

Note that, for consistency, we will always write g · f instead of λ (g) f , as left-
translation of functions also shows up in contexts other than the left-regular repre-
sentation λ on `2 (G).

Definition 2.1. The reduced group C*-algebra ofG is defined as C∗r (G) := C∗ (λ (G)),
i.e. it is C*-algebra generated by the image of G under the left-regular representa-
tion.

Of interest to us is to consider when the above C*-algebra is simple, that is, it
has no nontrivial ideals (here, ideals are always assumed to be closed and two-sided).
Groups having this property are said to be C*-simple. In general, given any unitary
representation π, one may define the C*-algebra C∗π (G) analogously.
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Finally, we also construct the (universal) C*-algebra of G, denoted C∗ (G). Note
that there is a restriction on the cardinality of any cyclic representation - if ξ is a
cyclic vector in H, then the set {∑finite αgg · ξ | g ∈ G,αg ∈ Q[i]} with cardinality
at most ℵ0 |G| is dense in the span of π (G) ξ, and hence in H. As any point
in H is a sequence of elements in this set, then the cardinality of H is bounded
by (ℵ0 |G|)ℵ0 . Consequently, it makes sense to define πU to be the direct sum of
all up-to-unitary-equivalence cyclic representations of G. Again, we let C∗ (G) =
C∗ (πU (G)). Equivalently, for f ∈ C[G], one can define

‖f‖U := sup {‖π (f)‖ | π cyclic representation of G}

and let C∗ (G) be the completion of C[G] with respect to this norm. It is not
hard to show that C∗ (G) is indeed universal. Given any unitary representation
π : G→ U (H), it can be broken up into a direct sum of cyclic representations. To
see this, note that:

• Every unitary representation H admits a cyclic subrepresentation. Just pick
any nonzero ξ ∈ H, and consider span π (G) ξ, the cyclic subrepresentation
generated by ξ

• If K ⊆ H is a subrepresentation, then so is K⊥. Indeed, this follows from the
fact that, if η ∈ K⊥, then for any ξ ∈ K, we have 〈 ξ | gη 〉 =

〈
g−1ξ

∣∣ η 〉 = 0.

A standard Zorn’s lemma argument then applies on the set of families of cyclic
subrepresentations of H that are pairwise orthogonal. Now, the identity map id :
C[G] ⊆ C∗ (G) → C[G] ⊆ C∗π (G) is contractive, as ‖f‖π ≤ ‖f‖U for any f ∈ C[G]
almost by construction, and hence extends to a *-homomorphism ϕ : C∗ (G) →
C∗π (G). It is a basic result of C*-algebras that the image under any *-homomorphism
is always closed, following from the fact that the quotient by an ideal is also a C*-
algebra, and an injective *-homomorphism is an isometry. Thus, ϕ is surjective,
and C∗ (G) / kerϕ ∼= C∗π (G). We denote kerϕ by C∗ kerπ. Note that the above
argument also shows that the unitary representations of G are in bijection with the
(nondegenerate) *-representations of C∗ (G).

We also wish to explore the tracial states of C∗r (G). For this, we recall some
definitions:

Definition 2.2. Let A be a unital C*-algebra.

1. A state on A is a positive, unital, bounded linear functional on A. The set of
all states on A, known as the state space of A, is denoted by S (A). Unless
stated otherwise, this space will be equipped with the weak* topology.

2. A tracial state is a state τ that also satisfies τ (ab) = τ (ba).

We say that G has the unique trace property if C∗r (G) has a unique tracial state.
Note that there always exists a canonical tracial state given by τλ (a) = 〈 aδe | δe 〉.
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2.2 Weak containment of group representations

Recall that a representation π : G → U (H) is said to be contained in a repre-
sentation ρ : G → U (K) if π is unitarily equivalent to a subrepresentation of ρ.
For example, for finite groups, any irreducible representation is contained in the
left-regular representation.

Another form of containment of representations is the following. We say that π
is weakly contained in ρ, denoted π ≺ ρ, if for any ξ ∈ H, and any finite F ⊆ G,
there are η1, . . . , ηn ∈ K such that the diagonal matrix coefficient 〈π (·) ξ | ξ 〉 is
approximated uniformly on F by ∑n

i=1 〈 ρ (·) ηi | ηi 〉. That is, for any ε > 0, there
are η1, . . . , ηn ∈ K such that∣∣∣∣∣〈π (g) ξ | ξ 〉 −

n∑
i=1
〈 ρ (g) ηi | ηi 〉

∣∣∣∣∣ < ε ∀g ∈ F.

Also, π and ρ are called weakly equivalent if both π ≺ ρ and ρ ≺ π, denoted by
π ∼ ρ. An elaborate discussion on weak containment can be found in [BHV08,
Appendix F].

Remark 2.3. Call a diagonal matrix coefficient ϕ = 〈π (·) ξ | ξ 〉 normalized if we
have ϕ (e) = ‖ξ‖2 = 1.

1. By scaling, it clearly suffices to check that normalized diagonal matrix coeffi-
cients can be approximated as above.

2. If ϕ = 〈π (·) ξ | ξ 〉 is a normalized diagonal matrix coefficient, then it can be
approximated as above if and only if it can be approximated by a convex
combination of normalized diagonal matrix coefficients.
Indeed, assume F ⊆ G is finite, ε > 0, and ϕ is ε

2 -approximated by ∑n
i=1 ψi as

above, where ψi = 〈 ρ (·) ηi | ηi 〉 (we may assume ηi is never zero by removing
the corresponding ψi from this summation). Without loss of generality, we
may also assume e ∈ F , in which case∣∣∣∣∣1−

n∑
i=1

ψi (e)
∣∣∣∣∣ =

∣∣∣∣∣ϕ (e)−
n∑
i=1

ψi (e)
∣∣∣∣∣ < ε

2 .
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Consequently, for any g ∈ F , we have the following inequality:∣∣∣∣∣ϕ (g)−
n∑
i=1

(
ψi (e)

ψ1 (e) + · · ·+ ψn (e)

)
ψi (g)
ψi (e)

∣∣∣∣∣
≤
∣∣∣∣∣ϕ (g)−

n∑
i=1

ψi (g)
∣∣∣∣∣+

∣∣∣∣∣
n∑
i=1

(
1− 1

ψ1 (e) + · · ·+ ψn (e)

)
ψi (g)

∣∣∣∣∣
<
ε

2 +
∣∣∣∣1− 1

ψ1 (e) + · · ·+ ψn (e)

∣∣∣∣ n∑
i=1
|ψi (g)|

≤ ε

2 + |ψ1 (e) + · · ·+ ψn (e)− 1|
ψ1 (e) + · · ·+ ψn (e) (ψ1 (e) + · · ·+ ψn (e))

< ε.

As the sum
n∑
i=1

(
ψi (e)

ψ1 (e) + · · ·+ ψn (e)

)
ψi (g)
ψi (e)

is a convex combination of normalized diagonal matrix coefficients, we are
done.
Conversely, if ϕ can be approximated by some convex combination ∑n

i=1 αiψi
of normalized diagonal matrix coefficients as above, where ψi = 〈 ρ (·) ηi | ηi 〉,
then we can just write αiψi =

〈
ρ (·)√αiηi

∣∣√αiηi 〉.
3. Similar to the previous point, the map ϕ can be approximated by convex

combinations of normalized diagonal matrix coefficients if and only if it can
be approximated by averages of such functions, i.e. 1

n

∑n
i=1 ψi, where ψi =

〈 ρ (·) ηi | ηi 〉 is normalized.
First, assume F ⊆ G is finite, ε > 0, and ϕ can be ε

3 -approximated as above by
some convex combination of normalized diagonal matrix coefficients∑n

i=1 αiψi.
We may choose rational numbers ai

b ≤ αi (common denominator b) so that∣∣1− ai
b

∣∣ < ε
3n . Now consider the sum

n∑
i=1

ai
b
ψi +

(
1−

n∑
i=1

ai
b

)
ψ1.

Expanding each fraction of the form m
b as 1

b + · · ·+ 1
b , this sum indeed becomes

an average of normalized diagonal matrix coefficients. Further, for any g ∈ G,
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we have∣∣∣∣∣ϕ (g)−
(

n∑
i=1

ai
b
ψi (g) +

(
1−

n∑
i=1

ai
b

)
ψ1 (g)

)∣∣∣∣∣
≤
∣∣∣∣∣ϕ (g)−

n∑
i=1

αiψi (g)
∣∣∣∣∣+

n∑
i=1

∣∣∣∣αi − ai
b

∣∣∣∣ |ψi (g)|+
∣∣∣∣∣1−

n∑
i=1

ai
b

∣∣∣∣∣ |ψ1 (g)|

<
ε

3 +
n∑
i=1

ε

3n · 1 + ε

3 · 1

= ε.

This shows one direction of our claim. The reverse direction is obvious.

Weak containment shows up in various characterizations of amenability and C*-
simplicity. Of particular importance to us will be the following equivalence, given
in [BHV08, Theorem F.4.4] for arbitrary topological groups.

Theorem 2.4. Let π : G → U (H) and ρ : G → U (K) be unitary representations
of G. The following are equivalent:

1. π ≺ ρ.

2. C∗ ker ρ ⊆ C∗ kerπ.

3. There is a *-homomorphism φ : C∗ρ (G) → C∗π (G) mapping ρ (g) to π (g) for
every g ∈ G.

4. ‖π (f)‖ ≤ ‖ρ (f)‖ for all f ∈ C[G].

Proof. (2) =⇒ (3): There is a canonical surjective *-homomorphism from C∗ρ (G)
to C∗π (G), given by

C∗ρ (G) ∼= C∗ (G) /C∗ ker ρ→ C∗ (G) /C∗ kerπ ∼= C∗π (G) .

Following through with the *-homomorphism, we map ρ (g) to π (g) for every g ∈ G.
(3) =⇒ (4): Extending linearly, our *-homomorphism φ : C∗ρ (G) → C∗π (G)

maps ρ (f) to π (f) for all f ∈ C[G]. Then use the fact that *-homomorphisms
between C*-algebras are automatically contractions.

(4) =⇒ (2): Again, consider the canonical map given by

C∗ (G) /C∗ ker ρ ∼= C∗ρ (G) φ−→ C∗π (G) ∼= C∗ (G) /C∗ kerπ.

Extending linearly from φ, this map sends f + C∗ ker ρ (where f ∈ C[G]) to f +
C∗ kerπ. In order for this map to be linear, zero must map to zero. In other words,
for any f ∈ C[G], if f ∈ C∗ ker ρ, i.e. f + C∗ ker ρ = 0, then f + C∗ kerπ = 0, i.e.
f ∈ C∗ kerπ. Hence, C∗ ker ρ ⊆ C∗ kerπ.
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(1) =⇒ (4): First, using the fact that ‖π (f)‖2 = ‖π (f∗f)‖ and ‖ρ (f)‖2 =
‖ρ (f∗f)‖, it suffices to show that ‖π (f)‖ ≤ ‖ρ (f)‖ holds for the positive elements
of C[G]. Let f = ∑

g∈G αgg be such an element. Our aim is to show that any
value 〈π (f) ξ | ξ 〉, where ξ ∈ H is of norm 1, can be approximated arbitrarily well
by convex combinations of the form ∑n

i=1 βi 〈 ρ (f) ηi | ηi 〉, where ηi ∈ K are all of
norm 1. To this end, let F = {g ∈ G | αg 6= 0}. We know that, as π ≺ ρ, the
normalized diagonal matrix coefficient 〈π (·) ξ | ξ 〉 can be uniformly approximated
on F by convex combinations of the form ∑n

i=1 βi 〈 ρ (·) ηi | ηi 〉. Fix an ε > 0, and
pick such a sum as above so that∣∣∣∣∣〈π (g) ξ | ξ 〉 −

n∑
i=1

βi 〈 ρ (g) ηi | ηi 〉
∣∣∣∣∣ < ε ∀g ∈ F.

This gives us that:∣∣∣∣∣〈π (f) ξ | ξ 〉 −
n∑
i=1

βi 〈 ρ (f) ηi | ηi 〉
∣∣∣∣∣

=

∣∣∣∣∣∣
∑
g∈G

αg 〈π (g) ξ | ξ 〉 −
n∑
i=1

βi
∑
g∈G

αg 〈 ρ (g) ηi | ηi 〉

∣∣∣∣∣∣
=

∣∣∣∣∣∣
∑
g∈G

αg

(
〈π (g) ξ | ξ 〉 −

n∑
i=1

βi 〈 ρ (g) ηi | ηi 〉
)∣∣∣∣∣∣

≤
∑
g∈G
|αg| · ε,

which can be made arbitrarily small. Now assume ‖ρ (f)‖ < ‖π (f)‖, so that
‖ρ (f)‖ ≤ ‖π (f)‖ − ε for some ε > 0. For any convex combination of the form∑n
i=1 βi 〈 ρ (f) ηi | ηi 〉 as above, it is the case that

n∑
i=1

βi 〈 ρ (f) ηi | ηi 〉 ≤
n∑
i=1

βi ‖ρ (f)‖ ≤ ‖ρ (f)‖ ≤ ‖π (f)‖ − ε.

However, as π (f) is positive, then 〈π (f) ξ | ξ 〉 (‖ξ‖ = 1) can be made arbitrarily
close to ‖π (f)‖, which is a contradiction.

(3) =⇒ (1): Let 〈π (·) ξ | ξ 〉 be a normalized (‖ξ‖ = 1) diagonal matrix coeffi-
cient with respect to π. This extends to a state on C∗π (G), and by our assumption,
it canonically also becomes a state on C∗ρ (G) - call it ψ, for convenience. We wish to
show that the weak*-closed convex hull of states on C∗ρ (G) of the form 〈 ρ (·) η | η 〉
(‖η‖ = 1) is the whole state space S

(
C∗ρ (G)

)
.

Assume otherwise, so that there is some state ψ that does not lie in the weak*-
closed convex hull. Recall that, given a locally convex topological vector space X,
we have that the dual of (X∗,w*) isX, viewing each element x ∈ X as the evaluator-
functional x̂ given by x̂ (f) = f (x). Hence, by the Hahn-Banach separation theorem,
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there is some a ∈ C∗r (G) and c ∈ R such that Reψ′ (a) ≥ c for all ψ′ in the closed
convex hull, but Reψ (a) < c. In particular, Re 〈 aη | η 〉 ≥ c for all η ∈ K with
‖η‖ = 1. Using the fact that for any state ψ′, we have Reψ′ (a) = ψ′ (Re a), then
replacing a with Re a, we may assume:

• a is self-adjoint.

• 〈 aη | η 〉 ≥ c for all ψ′ in the closed convex hull, while ψ (a) < c.

Now, replacing a with a + c1, we may assume that c = 0. But then 〈 aη | η 〉 ≥ 0
for all η ∈ K, and so a ≥ 0. As ψ is a state, this forces ψ (a) ≥ 0, a contradiction.
Hence, the state ψ = 〈π (·) η | η 〉 on C∗ρ (G) must indeed be a weak*-limit of convex
combinations of states of the form 〈 ρ (·) η | η 〉 (‖η‖ = 1). Using the fact that ρ (G) ⊆
C∗ρ (G), the claim that π ≺ ρ now immediately follows. �

This next proposition substantially cuts down on the diagonal matrix coefficients
we need to show can be approximated, and will come in useful later. The proof can
be found in [BHV08, Lemma F.1.3].

Proposition 2.5. Assume π : G → U (H) and ρ : G → U (K) are unitary repre-
sentations of G, and V ⊆ H is such that:

1. The set π (G)V = {π (g) ξ | g ∈ G, ξ ∈ V } has dense linear span in H.

2. Every diagonal matrix coefficient 〈π (·) ξ | ξ 〉, where ξ ∈ V , can be approxi-
mated uniformly on finite subsets by sums of diagonal matrix coefficients of
ρ.

Then π is weakly contained in ρ.

2.3 Induced representations

Assume H is a subgroup of G, and let (K,σ) be a representation of H. The induced
representation IndGH σ is, in some sense, the natural extension of σ to a representation
of G that contains K as an H-subrepresentation. It can be constructed as follows.

Let T be a transversal of the left-coset space G/H - that is, a choice of one
representative from each coset in G/H (hence, each g ∈ G decomposes uniquely as
g = rh, where r ∈ T and h ∈ H). Let K ′ = ⊕r∈TKr be a Hilbert space direct sum
of copies of K indexed by T . Given any r ∈ T , denote any element of the r-th copy
of Kr by (r, ξ), where ξ ∈ K. Now given any g ∈ G, we define the action of g on
any (r, ξ) ∈ Kr as follows: assume gr = r′h for some r′ ∈ T and h ∈ H. We let
g · (r, ξ) = (r′, h · ξ). It is not hard to check this action of g extends linearly and
continuously to a unitary operator on K ′, giving us an extension σ′ : G→ U (K ′).

Definition 2.6. With the above construction, we define the induced representation
IndGH σ of (K,σ) to be (K ′, σ′).
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We see that K embeds into K ′ as Ke as an H-subrepresentation (restricting our
new representation back down to H), and that K ′ ∼= ⊕r∈T rK as a Hilbert space. It
can also be shown that IndGH σ is independent of the transversal we chose. See, for
example, [BHV08, Appendix E] (done for general topological groups). The following
fact about induced representations will be important for us:

Proposition 2.7 (Continuity of induction). Let H be a subgroup of G, and σ : H →
U (K1), τ : H → U (K2) representations of H with σ ≺ τ . Then IndGH σ ≺ IndGH τ .

Proof. Denote IndGH σ by π and IndGH τ by ρ. For convenience, we may choose the
same transversal T of G/H for both of our representations, and assume e ∈ T .
Then the set V = {(e, ξ) | ξ ∈ K1} is such that π (G)V has dense linear span in
K1. Assume F ⊆ G is finite, and ε > 0. Note that, for any ξ ∈ K1 and g ∈ G, it is
the case that

〈π (g) (e, ξ) | (e, ξ) 〉 =
{
〈σ (g) ξ | ξ 〉 if g ∈ H
0 if g /∈ H

.

Thus, if 〈σ (·) ξ | ξ 〉 is ε-uniformly-approximated by ∑n
i=1 〈 τ (·) ηi | ηi 〉 (ηi ∈ K2) on

F ∩ H, we have that 〈π (·) (e, ξ) | (e, ξ) 〉 is ε-uniformly-approximated by the sum∑n
i=1 〈 ρ (·) (e, ηi) | (e, ηi) 〉 on F . By Proposition 2.5, π ≺ ρ. �

2.4 Dynamics

Here, we present the basics of dynamical systems.

Definition 2.8. Assume X is a compact Hausdorff space. A G-action on X is an
action G y X, where G acts by homeomorphisms. The space X is known as a
G-space, or a dynamical system over G.

Here, all G-spaces are assumed to be compact and Hausdorff. Since G-actions
are just actions with continuity built in, it is not hard to find a suitable candidate
for what morphisms between two G-spaces should be.

Definition 2.9. Assume X and Y are two compact G-spaces, and f : X → Y
is some map. We call f a G-map if it is continuous and G-equivariant (that is,
f (g · x) = g ·f (x)). For convenience, we will also define G-image to mean the image
under a G-map, and G-isomorphism to mean a G-equivariant homeomorphism.

Of course, we also have an analogue of irreducible representations for dynamical
systems.

Definition 2.10. Assume X is a G-space, and Y ⊆ X is non-empty, closed, and
G-invariant subset. We say that Y is a subsystem. If the only subsystem of X is
itself, then we say X is minimal.

Proposition 2.11. A G-space X is minimal if and only if the G-orbit of any point
x ∈ X, i.e. G · x = {g · x | g ∈ G}, is dense in X.
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Proof. It is easy to check that G · x is always a subsystem of X. Hence, if X is
minimal, then we always have G · x = X. Conversely, assume G · x is always dense.
Let Y ⊆ X be any subsystem, and pick any y ∈ Y . Then X = G · y ⊆ Y ⊆ X. �

By the Riesz-Markov-Kakutani representation theorem, the dual space C (X)∗
can be identified with the algebra of complex Radon measures M (X). For this
reason, given any µ ∈ M (X) and f ∈ C (X), we will often write µ (f) to mean∫
X f dµ. It is relatively straightforward to check that P (X), the set of all probability
Radon measures on X, is weak*-closed, and it is clearly also contained in the closed
unit ball of M (X). Consequently, by the Banach-Alaoglu theorem, it is weak*-
compact. Note that, just as we have left-translation of functions on G, there is a
natural action of G on P (X), given by (g · µ) (E) = µ

(
g−1 · E

)
for any g ∈ G and

Borel E ⊆ X. With this, we have the following definitions:

Definition 2.12. A G-space X is called proximal if, given any x, y ∈ X, there
is a net (gλ) ⊆ G such that limλ gλx = limλ gλy. A G-space X is called strongly
proximal if P (X) is proximal.

An immediate observation is the following:

Proposition 2.13. The map from X to P (X), mapping each singleton x to the
Dirac mass δx, is a G-isomorphism from X onto its image.

Proof. Almost by definition of our action on P (X), it is easy to check that gδx = δgx.
Continuity of this map follows from the definition of w*-convergence: if xλ → x,
then

∫
X fdδxλ = f (xλ) → f (x) =

∫
X f dδx for all f ∈ C (X). Finally, continuous

bijections from a compact space to a Hausdorff space are automatically homeomor-
phisms. �

From now on, we will identify X with the subset of Dirac masses in P (X).
From this embedding, we see that, as the name suggests, being strongly proximal is
stronger than being proximal.

Definition 2.14. The action of G (on any set) is called free if the set of fixed points
of any nonidentity element g ∈ G, i.e. Xg = {x ∈ X | gx = x}, is empty. If X is
a G-space, then the action of G on X is called topologically free if the set of fixed
points Xg of any given nonidentity element g ∈ G has empty interior.

Finally, the following is an easy lemma, but it will be used several times through-
out this paper:

Lemma 2.15. Assume X is a minimal G-space, and U ⊆ X is a nonempty open
subset of X. Then X is covered by finitely many translates of U , i.e. X = g1U ∪
· · · ∪ gnU for some g1, . . . , gn ∈ G.
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Proof. Fix any x ∈ U , and let y ∈ X be arbitrary. As x ∈ Gy, then Gy ∩ U 6= ∅.
Consequently, gyy ∈ U for some gy ∈ G, or in other words, y ∈ g−1

y U . This shows{
g−1
y U

}
y∈X

is an open cover of X. Compactness allows us to reduce this to a finite
subcover. �

2.5 Crossed products

Similar to Section 2.4, we now consider the action of a group G acting on a C*-
algebra. For our purposes, we will always work with unital C*-algebras.

Definition 2.16. A G-C*-algebra A is a unital C*-algebra A, equipped with an
action Gy A, where G acts by automorphisms (cf. Definition 2.8).

Similar to how we defined the group C*-algebras of G, our aim now is to embed
both A and G into a larger C*-algebra in which the action of any g ∈ G on A is
inner, i.e. so that for all g ∈ G, there is a unitary ug such that we have g ·a = ugau

∗
g

for all a ∈ A. For this, we take inspiration from how we construct the semidirect
product of two groups.

Consider the space A ⊗ C[G], which consists of finite sums of elements of the
form a ⊗ g, where a ∈ A and g ∈ G. Now define a product on our space given
by (a⊗ g) (b⊗ h) = a (g · b) ⊗ gh (extend linearly), and an involution given by
(a⊗ g)∗ =

(
g−1 · a∗

)
⊗ g−1 (extend linearly). Embedding a ∈ A as a⊗ e, and g ∈ G

as ug = 1⊗ g, we have that A⊗C[G] consists of sums of the form ∑
g∈G agug (only

finitely many nonzero ag), ugau∗g = g · a, and u∗g = u−1
g = ug−1 .

This determines the algebraic structure for the space we want. There is only
the matter of completing it under a C*-norm (the analytic structure). Similar
to group C*-algebras, we will use representations to accomplish this, except here
we consider simultaneous representations of A and G satisfying a quite restrictive
property. Namely, a covariant representation (u, π,H) is a triple consisting of a
unitary representation (u,H) of G and *-representation (π,H) of A such that

u (g)π (a)u (g)∗ = π (g · a) .

This gives rise to a *-representation ρ : A⊗C[G]→ B (H) by ρ (a⊗ g) = π (a)u (g)
(extend linearly), and we define the crossed product corresponding to (u, π,H) as
C∗ (ρ (A⊗ C[G])) = ρ (A⊗ C[G])‖·‖. In particular, there is again always a “canoni-
cal” crossed product, given as follows.

Let A be a G-C*-algebra. We can assume A is represented faithfully as A ⊆
B (H) for some Hilbert space H. Consider the Hilbert space H ⊗ `2 (G). We have
a natural analogue of the left-regular representation λ : G → B

(
H ⊗ `2 (G)

)
deter-

mined by g · (ξ ⊗ f) = ξ ⊗ (g · f), and a *-representation π : A → B
(
H ⊗ `2 (G)

)
determined by a · (ξ ⊗ δg) =

((
g−1 · a

)
ξ
)
⊗ δg.

Definition 2.17. The reduced crossed product A or G is the crossed product cor-
responding to the covariant representation

(
λ, π,H ⊗ `2 (G)

)
, as defined above.
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It is worth noting that, instead of using H⊗`2 (G), one could use the isomorphic
space `2 (G,H) of H-valued, square-summable functions on G. Here, the inner
product is given by

〈ϕ |ψ 〉 =
∑
x∈G
〈ϕ (x) |ψ (x) 〉 for ϕ,ψ ∈ `2 (G,H) .

Then G would act on f ∈ `2 (G,H) by left-translation, and a ∈ A would act by
(a · f) (g) =

(
g−1 · a

)
f (g) for all g ∈ G.

Proposition 2.18. The construction given in Definition 2.17 is well-defined, i.e.
it does not depend on the choice of the faithful *-representation A ↪→ B (H).

A proof of the above proposition is given in [BO08, Proposition 4.1.5].

Proposition 2.19. Both A and C∗r (G) embed isometrically into A or G in the
canonical way (with a ∈ A mapping to a ⊗ e, and b ∈ C[G] ⊆ C∗r (G) mapping to
1⊗ b).

Proof. By the density of C[G] in C∗r (G), to show C∗r (G) embeds into A or G, it
suffices to show that the norm of any element in C[G] is the same in C∗r (G) as it
is in A or G. To this end, note that b ∈ C[G] acts on H ⊗ `2 (G) as I ⊗ λ (b),
where λ : C[G]→ B

(
`2 (G)

)
is the left-regular representation, from which our claim

immediately follows.
Now assume a ∈ A, and let f = ∑

g∈G ξg ⊗ δg ∈ H ⊗ `2 (G). Then

(a⊗ e) · f =
∑
g∈G

((
g−1 · a

)
ξg
)
⊗ δg,

which shows

‖(a⊗ e) · f‖2 =
∑
g∈G

∥∥∥(g−1 · a
)
ξg
∥∥∥2
≤
∑
g∈G

∥∥∥g−1 · a
∥∥∥2
‖ξg‖2 = ‖a‖2

∑
g∈G
‖ξg‖2

= ‖a‖2 ‖f‖2 .

Hence, ‖a⊗ e‖2 ≤ ‖a‖2. The fact that equality is attained follows from

‖(a⊗ e) · (ξ ⊗ δe)‖ = ‖aξ ⊗ δe‖ = ‖aξ‖ ,

and taking sup over all ‖ξ‖ = 1. �

Note that there is also a natural action of G on AorG by automorphisms, with
g ∈ G acting by conjugation by ug.

Now we quickly recall the notion of a conditional expectation. This definition,
and the following theorem as well, can be found in [BO08, pp. 12–13].
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Definition 2.20. Given C*-algebras B ⊆ A, we say that a linear map E : A → B
is a conditional expectation if:

1. E (b) = b for all b ∈ B, that is, it is a projection from A onto B.

2. E is contractive.

3. E is completely positive.

4. E (bab′) = bE (a) b′ for all a ∈ A and b, b′ ∈ B.
The following theorem, which we will not prove here, is quite useful in checking

if a map is indeed a conditional expectation:
Theorem 2.21 (Tomiyama). Let E : A → B be a projection from a C*-algebra A
to a C*-algebra B ⊆ A. The following are equivalent:

1. E is a conditional expectation.

2. E is contractive and completely positive.

3. E is contractive.

Any crossed product AorG always has a canonical conditional expectation onto
A, determined by E

(∑
g∈G agλg

)
= ae for

∑
g∈G agλg ∈ A⊗C[G]. Indeed, let ξ ∈ H

be arbitrary of norm 1, and consider ξ ⊗ δe ∈ H ⊗ `2 (G). We have∥∥∥∥∥∥
∑
g∈G

agλg

∥∥∥∥∥∥ = sup
f∈H⊗`2(G)
‖f‖=1

∥∥∥∥∥∥
∑
g∈G

agλg

 f
∥∥∥∥∥∥ ≥

∥∥∥∥∥∥
∑
g∈G

agλg

 (ξ ⊗ δe)

∥∥∥∥∥∥
≥

∥∥∥∥∥∥
∑
g∈G

((
g−1ag

)
ξ
)
⊗ δg

∥∥∥∥∥∥ ≥ ‖aeξ ⊗ δe‖ ≥ ‖aeξ‖ .
Taking supremum over all such ξ gives us that ‖ae‖ ≤

∥∥∥∑g∈G agλg
∥∥∥. Consequently,

this map extends to a contractive linear map E : A or G → A. The fact that this
map is a projection onto A is clear. Consequently, applying Tomiyama’s theorem
(Theorem 2.21), we conclude that E is a conditional expectation.

It can also be shown that this conditional expectation is faithful, i.e. nonzero
on positive elements. For this, we direct the reader to [BC15] for a discussion on
the Fourier series of a crossed product. In short, every element x ∈ A or G has a
Fourier series given by x̂ = ∑

g∈G xgλg (formal series), where xg = E
(
xλ∗g

)
. The

map x 7→ x̂ is injective, and E (x∗x) = ∑
g∈G g

−1 ·
(
x∗gxg

)
(convergent in operator

norm). Recall that every positive element in Aor G (or any C*-algebra in general)
is of the form x∗x, and if this element is nonzero, x must be nonzero as well (so
xg is nonzero for some g ∈ G). As every element g−1 ·

(
x∗gxg

)
is positive, the sum∑

g∈G g
−1 ·

(
x∗gxg

)
= E (x∗x) is nonzero, as at least one of the summands is nonzero.
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2.6 Operator systems and completely positive maps

Now we recall the definitions of operator spaces/operator systems, and the appro-
priate morphisms between them (completely bounded/completely positive maps).
A good discussion on this topic can be found in [Pau03].

Definition 2.22. An operator spaceM is a subspace of a C*-algebra A. An operator
system S is a self-adjoint, unital subspace of a unital C*-algebra A.

A couple of remarks are to be made. First, any operator system is an operator
space, and given any operator spaceM ⊆ A, the smallest operator system containing
it is S = M +M∗ +C1. Now, viewing A ⊆ B (H), we may consider the C*-algebra
Mn (A) of n × n matrices with elements in A, acting on Hn in the canonical way.
This defines a norm structure on Mn (M). Further, any linear map φ : M → B
from an operator system M to a C*-algebra B has a natural extension to a map
φn : Mn (M)→Mn (B), given by

φn


a11 . . . a1n

...
...

an1 . . . ann


 =

φ (a11) . . . φ (a1n)
...

...
φ (an1) . . . φ (ann)

 .
It is often convenient to use the identification Mn (A) ∼= A⊗Mn (C), in which case
our map φn is determined by φn (a⊗X) = φn (a)⊗X, i.e. φn ∼= φ⊗ id. Using these
maps, we define the following class of morphisms.

Definition 2.23. Assume M is an operator space, and φ : M → B is a linear map
fromM to some C*-algebra B. We say φ is completely bounded if supn∈N ‖φn‖ <∞,
and let ‖φ‖cb := supn∈N ‖φn‖. Further, we say φ is completely contractive if ‖φ‖cb ≤
1.

Now assume S is an operator system, and φ : S → B is a linear map. We say φ is
n-positive if the map φn is positive, i.e. maps positive elements to positive elements.
We say φ is completely positive if it is n-positive for all n ∈ N.

These (completely) positive and (completely) bounded maps have some partic-
ularly nice properties. A summary of the properties we will use is given below, all
of which can be found in [Pau03, Chapters 2, 3, 4, 7]. Here, A denotes a unital
C*-algebra, while S denotes an operator subsystem of A. We also let B denote an-
other (not necessarily unital) C*-algebra. Further, X denotes a compact Hausdorff
space, so that C (X) denotes an arbitrary commutative unital C*-algebra. Finally,
of course, H denotes a Hilbert space.

1. Assume φ : S → B is positive. Then φ is automatically bounded, and ‖φ‖ ≤
2 ‖φ (1)‖.

2. Assume φ : S → C (X) is a positive linear map. Then φ is completely positive.
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3. (Arveson’s extension theorem) Assume φ : S → B (H) is completely positive.
Then φ extends to a completely positive map φ̃ : A→ B (H).

4. (Stinespring’s dilation theorem) Assume φ : A → B (H) is a completely pos-
itive map. There is a unital *-representation π : A → B (K) onto some
Hilbert space K, together with a bounded linear operator V : H → K with
‖V ‖2 = ‖φ‖ = ‖φ (1)‖, such that φ (a) = V ∗π (a)V . We call (π, V,K) a
Stinespring representation or Stinespring dilation of φ.

2.7 Amenability

Several characterizations of amenability exist. Here, we provide what one usually
takes as the definition.

Definition 2.24. G is called amenable if there exists a positive unital functional
M ∈ `∞ (G)∗ (i.e. a state) such that M (g · ϕ) = M (ϕ). Such a map is known as a
left-invariant mean.

Example 2.25. If G is finite, then the state M ∈ `∞ (G)∗ defined by M (ϕ) =
1
|G|
∑
g∈G ϕ (g) for ϕ ∈ `∞ (G) is a left-invariant mean. Hence, finite groups are

amenable.

It is well-known that amenability of G is equivalent to Reiter’s condition, given
below:

Proposition 2.26. The following are equivalent:

1. G is amenable.

2. (Reiter’s condition) Given any finite F ⊆ G and any ε > 0, there is some
f ∈ `1 (G) with ‖f‖1 = 1 and f ≥ 0 such that ‖g · f − f‖1 < ε for all g ∈ F .

We may also relate amenability to weak containment as follows:

Proposition 2.27. The following are equivalent:

1. G is amenable.

2. The trivial representation 1G is weakly contained in the left-regular represen-
tation λG.

Before we prove this, we first show that weak containment of the trivial repre-
sentation is equivalent to admitting almost invariant vectors.

Proposition 2.28. Given any unitary representation π : G → U (H), the trivial
representation 1G is weakly contained in π if and only if for any finite subset F ⊆ G
and any ε > 0, there is a vector ξ ∈ H of norm 1 with ‖π (g) ξ − ξ‖ < ε for all
g ∈ F .
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Proof. Note that any normalized diagonal matrix coefficient of the trivial repre-
sentation is always the constant function 1. First, assume π admits almost invari-
ant vectors. Let F ⊆ G be finite and ε > 0, and let ξ ∈ H be of norm 1 with
‖π (g) ξ − ξ‖ < ε for all g ∈ F . Consequently, for all g ∈ F , we have

|1− 〈π (g) ξ | ξ 〉| = |〈 ξ | ξ 〉 − 〈π (g) ξ | ξ 〉| = |〈 ξ − π (g) ξ | ξ 〉|
≤ ‖ξ − π (g) ξ‖ ‖ξ‖ < ε,

which shows 1G ≺ π.
Conversely, start with the assumption that 1G ≺ π. Assume that π does NOT

admit any almost invariant vector - there must exist a finite F ⊆ G and ε > 0 such
that for any ξ ∈ H of norm 1, there is always a g ∈ F with ‖π (g) ξ − ξ‖ ≥ ε. Using
the fact that

‖π (g) ξ − ξ‖2 = 〈π (g) ξ − ξ |π (g) ξ − ξ 〉 = 2 (1− Re 〈π (g) ξ | ξ 〉) ,

it must be the case that 1 − Re 〈π (g) ξ | ξ 〉 ≥ ε2

2 for the appropriate g ∈ F . Note
that for all g ∈ F , we have 1−Re 〈π (g) ξ | ξ 〉 ≥ 0. Hence, summing over g ∈ F , we
obtain the following inequality:

|F | −
∑
g∈F

Re (〈π (g) ξ | ξ 〉) ≥ ε2

2 .

In general, for any nonzero ξ ∈ H (with no assumption on the norm), we can obtain
the following inequality by replacing ξ with 1

‖ξ‖ξ in the previous inequality:

|F | ‖ξ‖2 −
∑
g∈F

Re (〈π (g) ξ | ξ 〉) ≥ ε2

2 ‖ξ‖
2 .

(Note that this inequality also trivially holds for ξ = 0).
By the weak containment 1G ≺ π, we may choose ξ1, . . . , ξn ∈ H of norm 1

with |1−∑n
i=1 αi 〈π (g) ξi | ξi 〉| < ε2

2|F | for all g ∈ F (with the sum being a convex
combination). Substituting ξ with √αiξi in the previous inequality, and summing
over all i, we have that

|F | −
n∑
i=1

∑
g∈F

Re (〈π (g)√αiξi |
√
αiξi 〉) ≥

ε2

2

⇐⇒
∑
g∈F

(
1−

n∑
i=1

αi Re (〈π (g) ξi | ξi 〉)
)
≥ ε2

2 .

Hence,

1−
n∑
i=1

Re (〈π (g) ξi | ξi 〉) ≥
ε2

2 |F |
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for some g ∈ F . Thus, it is the case that∣∣∣∣∣1−
n∑
i=1

αi 〈π (g) ξi | ξi 〉
∣∣∣∣∣ ≥ 1−

n∑
i=1

Re (〈π (g) ξi | ξi 〉) ≥
ε2

2 |F | ,

which contradicts how we chose the ξi. �

Using this, together with Reiter’s condition, we can easily prove Proposition 2.27,
with the basic idea being that there is a natural way to convert `2 (G) functions into
positive `1 (G) functions, and vice versa.

Proof of Proposition 2.27. First, assume we have the weak containment 1G ≺ λG.
Then `2 (G) contains almost invariant vectors. Let F ⊆ G be finite, and let ε > 0.
There is some f ∈ `2 (G) with ‖f‖2 = 1 and ‖g · f − f‖2 < ε

2 for all g ∈ F . Now
consider |f |2 ∈ `1 (G) (|f |2 ≥ 0 and

∥∥∥|f |2∥∥∥
1

= ‖f‖2 = 1). We have∥∥∥g · |f |2 − |f |2∥∥∥
1

=
∥∥∥(g · |f |)2 − |f |2

∥∥∥
1

= ‖(g · |f | − |f |) (g · |f |+ |f |)‖1

≤ ‖g · |f | − |f |‖2 ‖g · |f |+ |f |‖2 ≤
ε

2 · 2 = ε.

Hence, Reiter’s condition holds, and so G is amenable.
Conversely, assume G is amenable, and let F ⊆ G be finite, ε > 0, and f ∈ `1 (G)

satisfying Reiter’s condition. We will show
√
f ∈ `2 (G) is an almost invariant

vector. Note that for any real numbers a, b ≥ 0, we have |a− b| ≤ a + b, and so
|a− b|2 ≤ |a− b| (a+ b) =

∣∣a2 − b2
∣∣. Hence,

∥∥∥g ·√f −√f∥∥∥2

2
=
∑
x∈G

∣∣∣∣√f (g−1x)−
√
f (x)

∣∣∣∣2 ≤ ∑
x∈G

∣∣∣∣∣
(√

f (g−1x)
)2
−
(√

f (x)
)2
∣∣∣∣∣

= ‖g · f − f‖1 < ε.

�

There is a dynamical characterization of amenability that will come in handy
often (see Definition 2.8 for the definition of a G-space). For convenience, we recall
the Stone-Čech compactification here, as we will use it several times throughout this
paper. The proof of the existence of the Stone-Čech compactification can be found
in [Run05, Theorem 4.2.4], for example.

Theorem 2.29 (Stone-Čech compactification). Let X be a completely regular topo-
logical space. There is a compact Hausdorff topological space βX, the Stone-Čech
compactification of X, together with a continuous map ι : X → βX which homeo-
morphically maps X onto a dense subset, satisfying the following universal property:
given any compact Hausdorff space K, and any continuous map f : X → K, there
is a unique continuous extension f̃ : βX → K such that f̃ ◦ ι = f . Further, βX is
unique up to homeomorphism.
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Remark 2.30. It is a standard result in topology/functional analysis that the
canonical action of G on itself by left-multiplication extends to an action on βG that
makes it a G-space, and that `∞ (G) and C (βG) are isomorphic as G-C*-algebras.

Proposition 2.31. The following are equivalent:

1. G is amenable.

2. For any G-space X, there is a G-invariant probability measure µ ∈ P (X).

Proof. Here, it is most convenient to identify P (X) with the state space of C (X).
First, assume G is amenable, and let M ∈ `∞ (G)∗ be a left-invariant mean. Fix
some x0 ∈ X, and define ϕ : C (X)→ `∞ (G) by ϕ (f) (g) = f (gx0) for all f ∈ C (X)
and g ∈ G. It is easy to check that ϕ is a G-equivariant, positive, unital, linear map.
Hence, M ◦ ϕ : C (X)→ C is a G-invariant state on C (X).

Conversely, assume any G-space X admits a G-invariant probability measure.
Consider X = βG, the Stone-Čech compactification of G. Then there is a G-
invariant µ ∈ P (βG) ∼= S (C (βG)) ∼= S (`∞ (G)), i.e. a left-invariant mean on
`∞ (G). �

Many of the examples of C*-simplicity will deal with whether our group has
any nontrivial amenable normal subgroups (here, nontrivial just means not equal
to {e}). As such, we introduce the following concept, originally given in [Day57,
Section 4, Lemma 1]:

Proposition 2.32. Any group G has a largest amenable normal subgroup (in the
sense that it contains all other amenable normal subgroups).

Proof. First, we show there is a maximal amenable normal subgroup, for which we
use Zorn’s lemma. Consider the set of all amenable normal subgroups of G, par-
tially ordered by inclusion. Let (Hλ)λ∈Λ be an ascending chain of amenable normal
subgroups in G, and let H := ⋃

λ∈ΛHλ. It is clear that H is still a normal subgroup.
To show it is amenable, pick a left-invariant mean Mλ : `∞ (Hλ) → C for each Hλ.
Given any f ∈ `∞ (H), there is no reason to expect that limλMλ (f |Hλ) exists. That
doesn’t stop us, however, from making it exist. Let D denote the unit disk in C, and
consider the product space ∏f∈`∞(H) ‖f‖∞D (compact by Tychonoff’s theorem).
Viewing (Mλ (f |Hλ))f∈`∞(H) as a net in this space, then we admit a convergent sub-
net indexed by, say, λi for i ∈ I. Note that the union of the elements in our subnet
is still H. Now defining M : `∞ (H) → C by M (f) := limiMλi

(
f |Hλi

)
, it is easy

to see that this is a left-invariant mean on `∞ (H). Hence, H is always an upper
bound to our chain, so G admits a maximal amenable normal subgroup (call it H).

Assume K is any other amenable normal subgroup. Then we know KH is a
normal subgroup of G (easy to check), and KH/H ∼= K/ (K ∩H) (the second
isomorphism theorem). As quotients of amenable groups are amenable, then KH/H
is amenable. But H is also amenable, so KH is amenable. As KH ⊇ H, this implies
KH = H, which is only possible if K ⊆ H. �
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Definition 2.33. Given a group G, its largest amenable normal subgroup is called
the amenable radical, and is denoted by Ra (G).

Clearly, a group is amenable if and only if Ra (G) = G. We say that G has
trivial amenable radical if Ra (G) = {e}, i.e. G has no nontrivial amenable normal
subgroups.

3 A word on non-discrete groups
Most of the above preliminaries can be generalized to non-discrete groups, but not
the main results in this paper. We summarize the biggest roadblock here.

Assume G is an arbitrary locally compact group. There is a nonzero Radon
measure m on G that is left-translation invariant, known as a (left) Haar measure.
By left-translation invariant, we mean that for any Borel subset E ⊆ G, and any
g ∈ G, we have m (gE) = m (E). Such a measure is unique up to scaling by a
positive real number, and hence we usually refer to it as the Haar measure. More
details can be found in [Fol15].

Quite naturally, the spaces `p (G) are replaced with Lp (G), where the measure
used is the Haar measure. Perhaps not as natural is the following. The left-regular
representation of G on L2 (G) (or any unitary representation, for that matter) in-
duces a representation of L1 (G): for any F ∈ L1 (G) and f ∈ L2 (G), define

F · f =
∫
G
F (g) g · f dm (g)

(where the integral above is the Bochner integral). With this, we define the reduced
group C*-algebra of G to be the closure of the image of L1 (G) (or Cc (G)) under
the left-regular representation. An immediate observation is that G may no longer
embed into C∗r (G). From this, one might expect a vastly different flavor between
the discrete and non-discrete cases, and rightly so. Indeed, it can be shown that
C∗r (G) is unital if and only if G is discrete! [Dav96, Chapter VII] gives a discussion
of group C*-algebras for non-discrete groups.
Remark 3.1. Let G be discrete. The Haar measure on G is just the counting
measure (and this measure is both left and right-translation invariant). Our spaces
Lp (G) just become `p (G). Using the canonical correspondence between Cc (G) and
C[G], we see that our general definition for the group C*-algebra coincides with the
old one.

4 Dynamical characterization of C*-simplicity
In this section, we present some background on what is known as the Furstenberg
boundary of a group G, which was originally introduced by Furstenberg in the study
of Lie groups, beginning with [Fur63]. We then show how it can be used to give a
characterization of C*-simplicity.

20



4.1 Boundary actions and the Furstenberg boundary

This section builds on the preliminaries, particularly what is discussed in Section 2.4.
Again, we always assume G is a discrete group, and G-spaces are compact and
Hausdorff. Much of the material here can be found in [Fur73], which presents a
good overview of boundary theory of groups. To start, we begin with the definition
of a boundary.

Definition 4.1. A G-boundary is a minimal, strongly proximal G-space.

It is worth noting that this is not the definition given by Furstenberg in [Fur73].

Proposition 4.2. Let X be a G-space. The following are equivalent:

1. The space X is a G-boundary.

2. The space X is a minimal G-space where for any ν ∈ P (X), we have that
Gν

w* always contains some Dirac mass (the definition given in [Fur73]). By
minimality of X, Gνw* must in fact contain all Dirac masses.

Proof. Start with the second assumption. Assume x, y ∈ X, and consider ν =
1
2 (δx + δy). By assumption, there is a net (gλ) ⊆ G with gλν

w*−→ δz for some z ∈ X.
Dropping to a subnet, we may also assume that the nets (gλx) and (gλy) are also
convergent to some x′ and y′ in X, respectively. Then gλν = 1

2 (δgλx + δgλy)
w*−→

1
2
(
δx′ + δy′

)
. This shows that 1

2
(
δx′ + δy′

)
= δz, which is only possible if x′ = y′ = z.

Thus, X is proximal.
By definition, the action on X is proximal if and only if for any (x, y) ∈ X ×X,

we have that G (x, y) contains an element of the diagonal {(z, z) | z ∈ X}. This is
what we will show is true for P (X). Let (µ, ν) ∈ P (X) × P (X). By assumption,
there is some net (gλ) ⊆ G with gλµ → δx, for some x ∈ X. Dropping to a subnet
as appropriate, we also have that gλν is convergent to some ν ′ ∈ P (X). Hence,
(δx, ν ′) ∈ G (µ, ν). As the Dirac masses are a weak*-closed subset of P (X), then
applying an analogous argument, we have that (δx′ , δy) lies in G (µ, ν), for some
x′, y ∈ X. By proximality of X, some (δz, δz) lies in G (µ, ν). Thus, the action on
X is in fact strongly proximal.

Conversely, start with Definition 2.12, and let ν ∈ P (X). Then choosing any
δz ∈ P (X), there is a net (gλ) ⊆ G with gλν and gλδz = δgλz having the same
weak*-limits. As the set of Dirac masses is weak*-closed, the limit gλν must be a
Dirac mass. �

In some sense, boundaries measure how far a group strays from being amenable.
As we will show later, any boundary of an amenable group is always trivial, i.e.
always consists of a singleton.

The following result on the structure of boundaries will come in useful later:
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Proposition 4.3. Assume X is a nontrivial G-boundary, i.e. it consists of more
than just one element. Then X has no isolated points.

Proof. Assume otherwise, so that x ∈ X is an isolated point, and let U = {x} be the
singleton-neighbourhood of x. Lemma 2.15 tells us that X is finite. But then the
normalized counting measure µ ∈ P (X) is a G-fixed point, as G acts by bijections
on X. This is only possible if X is a singleton, by strong proximality. �

Corollary 4.4. Assume X is a nontrivial G-boundary. Then X is uncountable.

Proof. Given any x ∈ X, the set {x} is a nowhere-dense, closed set. But X =⋃
x∈X {x}, so the Baire category theorem (which applies to compact Hausdorff

spaces) tells us that X cannot be countable. �

We now show the existence and uniqueness of a universal boundary of G, known
as the Furstenberg boundary. First, the following results will come in useful:

Lemma 4.5. Every compact G-space Y contains a minimal subsystem.

Proof. Consider the set of subsystems of Y (call it S). Assume (Zλ)λ∈Λ ⊆ S is a
descending chain. Inductively, this chain has the finite intersection property, and
so by compactness, the intersection ⋂λ∈Λ Zλ is nonempty. It is also clear that this
intersection is closed and G-invariant, making it a lower bound to our chain. By the
power of Zorn’s lemma, S contains a minimal element. �

Proposition 4.6. Assume Y is any compact G-space, X is some G-boundary, and
ϕ : Y → P (X) is some G-map. Then Y contains X in its range. Further, if Y is
minimal, then ϕ (Y ) = X, and ϕ is unique (assuming such a map exists).

Proof. First, note that if we can prove the results on the case of Y being minimal,
then our first claim follows immediately by restricting down to a minimal subsystem.
Assume Y is minimal. G-equivariance implies that ϕ (Y ) is G-invariant. It is also
closed, as it is the continuous image of the compact set Y . As X is a boundary,
then ϕ (Y ) must contain at least one, hence all, Dirac masses, i.e. X ⊆ ϕ (Y ).
Further, ϕ−1 (X) can similarly be checked to be a subsystem of Y (it is closed, as
X is weak*-closed in P (X), and ϕ is continuous). Minimality of Y implies that
ϕ−1 (X) = Y , and so ϕ (Y ) = X.

Now assume that ϕ1 : Y → P (X) and ϕ2 : Y → P (X) are two such maps (again,
with Y minimal). As their ranges are X, then the map Φ (y) := 1

2

(
δϕ1(y) + δϕ2(y)

)
is well-defined, and is easily checked to be a G-map. As its range is X, i.e.
1
2

(
δϕ1(y) + δϕ2(y)

)
is always a Dirac mass, this forces ϕ1 (y) = ϕ2 (y) for all y. �

Corollary 4.7. The only G-map from a G-boundary X to P (X) is the canonical
embedding x 7→ δx.

Corollary 4.8. The only G-map from a G-boundary X to itself is the identity map.
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Corollary 4.9. Any G-map from some compact G-space Y to a G-boundary X is
surjective. If Y is minimal, then this map is unique (if it exists).

(Corollary 4.8 and Corollary 4.9 are immediately obtained by composing with
the inclusion map ιX : X → P (X)). The following technical results will also come
in handy in the proof of the next theorem:

Lemma 4.10. Assume X1, . . . , Xn are strongly proximal G-spaces, and µi ∈ P (Xi).
Then there is a common net (gλ) such that gλµi converges to a Dirac mass for all i.

Proof. It suffices to show that, in the compact G-space P (X1) × · · · × P (Xn), we
have that G (µ1, . . . , µn) contains an n-tuple of Dirac masses. First, choose a net
(gλ) ⊆ G such that gλµ1

w*−→ δx1 , for some x1 ∈ X1. Then, dropping to a subnet as
appropriate, we have that gλ (µ1, µ2, . . . , µn)→ (δx1 , µ

′
2, . . . , µ

′
n) for some potentially

different measures µ′i ∈ P (Xi) (i ≥ 2). Repeating the same argument again with µ′2,
we have that

(
δx′1 , δx2 , µ

′′
3, . . . , µ

′′
n

)
also lies in G (µ1, . . . , µn). Note that the Dirac

masses are always weak*-closed, which is why we still have a (potentially different)
Dirac mass in the first coordinate. Inductively, we see that our claim is true. �

We also recall the notion of the push-forward of a measure:

Definition 4.11. Let X and Y be measure spaces, f : X → Y some measurable
function, and µ some measure on X. The push-forward measure f∗ (µ) on Y is given
by f∗ (µ) (E) := µ

(
f−1 (E)

)
.

If X and Y are compact Hausdorff spaces, f is continuous, and µ is a Radon
measure on X, then it can be shown that f∗ (µ) is a Radon measure on Y . In
fact, f∗ : M (X) → M (Y ) is linear, and maps probability measures to probability
measures. Further, it is also easy to check that if X and Y are G-spaces, and f is
G-equivariant, then f∗ is also G-equivariant.

Consider two compact Hausdorff spacesX and Y , and a measurem ∈ P (X × Y ).
Letting πX : X × Y → X and πY : X × Y → Y denote the canonical projections, a
canonical set of measures on X and Y corresponding to m are π∗X (m) ∈ P (X) and
π∗Y (m) ∈ P (Y ), respectively. In general, m is not equal to π∗X (m)×π∗Y (m), or any
product measure. This is true, however, if one of the measures π∗X (m) or π∗Y (m) is
a Dirac mass.

Lemma 4.12. Let X and Y be compact Hausdorff spaces, let πX : X × Y → X
and πY : X × Y → Y denote the canonical projections, and let m ∈ P (X × Y ) be
such that π∗X (m) is a Dirac mass δx for some x ∈ X. Then m = δx × ν for some
ν ∈ P (Y ).

Proof. First, we claim that m is supported on {x} × Y . Assume otherwise, so
that (x′, y′) ∈ suppm with x′ 6= x. Pick some f ≥ 0 in C (X) such that f (x′) =
1, but f (x) = 0. Then we have both (π∗X (m)) (f) = δx (f) = f (x) = 0, and
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(π∗X (m)) (f) = m (f ⊗ 1Y ) > 0, a contradiction. Thus, m is indeed supported on
{x} × Y .

Now let ν = π∗Ym. We claim that m = δx × ν. To show this, let f1 ∈ C (X)
and f2 ∈ C (Y ) be arbitrary, and consider f1 ⊗ f2 ∈ C (X × Y ). As f1 ⊗ f2 and
f1 (x) 1X ⊗ f2 agree on suppm ⊆ {x} × Y , we have

m (f1 ⊗ f2) = m (f1 (x) 1X ⊗ f2) = f1 (x)m (1X ⊗ f2) = f1 (x) ν (f2)
= (δx × ν) (f1 ⊗ f2) .

Extending linearly, and using the fact that {∑finite f1 ⊗ f2 | f1 ∈ C (X) , f2 ∈ C (Y )}
is dense in C (X × Y ) by the Stone-Weierstrass theorem, we get that m = δx×ν. �

Corollary 4.13. Let {Xα}α∈A be a family of compact Hausdorff spaces, let X :=∏
α∈AXα denote their product, and for each α ∈ A, let πα : X → Xα denote the

canonical projection. If m ∈ P (X) is such that π∗α (m) = δxα for all α ∈ F , where
F ⊆ A is finite, then m = ∏

α∈A δxα × ν for some ν ∈ P
(∏

α∈A\F Xα

)
.

Proof. Our claim is clearly true for F = ∅, if we interpret ∏α∈A δxα × ν as ν.
Assume F is nonempty. Given any nonempty I ⊆ A, let XI := ∏

α∈I Xα, and define
πI : X → XI to be the canonical projection, for convenience. Further, given any
nonempty J ⊆ I, let πI,J : XI → XJ be the canonical projection. We see that the
following diagram commutes:

P (X) P (XI)

P (XJ)

πJ

πI

πI,J

Indeed, if E ⊆ XJ is a Borel subset, then

(
π∗I,J (π∗I (m))

)
(E) = (π∗I (m))

E × ∏
α∈I\J

Xα

 = m

E × ∏
α∈I\J

Xα ×
∏

α∈A\I
Xα


= m

E × ∏
α∈A\J

Xα

 = (π∗J (m)) (E) .

Let F = {α1, . . . , αn}. We will inductively show that m = ∏k
i=1 δxαi × νk+1

(for some νk+1 ∈ P
(
XA\{α1,...,αk}

)
) for k = 1, . . . , n. Our base case k = 1 fol-

lows from Lemma 4.12. Now assume our claim holds true for some k < n. By
our above commutative diagram, we have that π∗A\{α1,...,αk},{αk+1} (νk+1) = δxαk+1

(as π∗A\{α1,...,αk} (m) = νk+1 and παk+1 (m) = δxαk+1
). Applying Lemma 4.12

again, we have that νk+1 itself decomposes as δxαk+1
× νk+2 for some νk+2 ∈

P
(
XA\{α1,...,αk+1}

)
. By induction, our claim follows. �
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Theorem 4.14. There exists a boundary of G, denoted ∂FG and known as the
Furstenberg boundary, which is universal in the following sense: any G-boundary
X is the image of ∂FG under some G-map. Further, the Furstenberg boundary is
unique up to G-isomorphism.

Proof. First, we show that there is a limit on the cardinality of any boundary of G.
LetX be a boundary, and fix some x ∈ X. The inclusion map ι : Gx→ X extends to
a continuous map ι̃ : β (Gx)→ X, where β (Gx) is the Stone-Čech compactification
of Gx. By continuity, ι̃ (β (Gx)) is a compact, hence closed, superset of Gx, which
forces ι̃ (β (Gx)) = X by density of Gx. In particular, |X| ≤ |β (Gx)|. The bound
on |Gx| (namely, |Gx| ≤ |G|) implies the existence of a bound on |β (Gx)|, and
consequently a bound on |X|. Thus, it makes sense to index all G-boundaries up
to G-isomorphism - call this set {Xα}α∈A. Note that this set is nonempty, as a
singleton with the trivial action is always a boundary.

Let X = ∏
α∈AXα, equipped with the product topology. This is compact (Ty-

chonoff’s theorem) and Hausdorff, and it is a G-space under pointwise action of G.
Let ∂FG be a minimal subsystem of X. We only need to show this space is strongly
proximal. First, we will show that X is strongly proximal.

To this end, let µ ∈ P (X). Given any subset I ⊆ A, let XI := ∏
α∈I Xα (in

particular, X{α0} = Xα0 for any α0 ∈ A), and let µI ∈ P (XI) be the push-forward
π∗I (µ), where πI : X → XI is the canonical projection. For convenience, for any
α0 ∈ A, we will also let µα0 := µ{α0}. Similarly, any f ∈ C (XI) extends canonically
to f ⊗ 1A\I ∈ C (X). We can and will view C (XI) ⊆ C (X) this way. We know
Gµα

w* always contains the Dirac masses on Xα. Hence, given any finite subset
F ⊆ A, there is some common net (gλ) such that gλµα

w*−→ δxFα (for some xFα ∈ Xα)
for all α ∈ F (see Lemma 4.10). Dropping to a subnet, we may also assume that
gλµ

w*−→ mF for some mF ∈ P (X). Consequently, as the map µ 7→ µα is just the
push-forwards of the canonical projection πα : X → Xα (a G-map), we have that

(mF )α = lim
λ

(gλµ)α = lim
λ

(gλµα) = δxFα ,

and so mF = ∏
α∈F δxFα × νA\F for some νA\F ∈ P

(
XA\F

)
by Corollary 4.13. Now

consider the net (mF ), indexed by the finite subsets of A and ordered by inclusion.
Once again by compactness, this net admits a subnet (mFi) weak*-convergent to
some m ∈ P (X) (so m ∈ Gµ

w*). Note that, given any fixed α ∈ A, eventually
α ∈ Fi, and so for any fα ∈ C (Xα), it is the case that

m (fα) = lim
i
mFi (fα) = lim

i
fα
(
xFiα

)
(so this last limit exists). This forces

(
xFiα

)
to be convergent to some xα ∈ Xα (oth-

erwise, if it would admit two cluster points x(1)
α , x

(2)
α ∈ Xα, then Urysohn’s lemma
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guarantees we could pick an fα ∈ C (Xα) so that fα
(
x

(1)
α

)
= 1 and fα

(
x

(2)
α

)
= 0,

and so we would reach a contradiction). Now given F ⊆ A finite, and fα ∈ C (Xα)
(where α ∈ F ), consider the product ∏α∈F fα ∈ C (X). As, eventually, F ⊆ Fi, we
have the following:

m

(∏
α∈F

fα

)
= lim

i
mFi

(∏
α∈F

fα

)
= lim

i

∏
α∈F

fα
(
xFiα

)
=
∏
α∈F

fα (xα) .

Extending linearly, and noting that {∑finite
∏

finite fα | fα ∈ C (Xα)} is dense in
C (X) by the Stone-Weierstrass theorem, we have m = δ(xα). Thus, X is strongly
proximal.

Now we show ∂FG must be strongly proximal. We will show that, in general,
for any strongly proximal G-space X, any subsystem Y ⊆ X must also be strongly
proximal. Assume µ ∈ P (Y ), and consider the extension µ̃ ∈ P (X) given by
µ̃ (E) = µ (E ∩ Y ) (in other words, given f ∈ C (X), we have µ̃ (f) = µ (f |Y )). By
strong proximality of X, there is a net (gλ) ⊆ G such that gλµ̃

w*−→ δx, for some
x ∈ X. Now, given any f ∈ C (Y ), there is always at least one extension f̃ ∈ C (X)
(Tietze’s extension theorem). Hence,

lim
λ

(gλµ) (f) = lim
λ
µ
(
g−1
λ f

)
= lim

λ
µ̃
(
g−1
λ f̃

)
= lim

λ
(gλµ̃)

(
f̃
)

= δx
(
f̃
)

= f̃ (x) .

Of course, this implies x ∈ Y , as otherwise, Urysohn’s lemma guarantees the exis-
tence of an f̃ ∈ C (X) with f := f̃ |Y = 0 and f̃ (x) = 1, giving us a contradiction
(we would have (gλµ) (f) = 0 for all λ, but the limit f̃ (x) would be 1). Thus, Gµw*

always contains a Dirac mass, showing Y is strongly proximal. As a consequence,
∂FG is strongly proximal.

The fact that each boundary Xα0 is a G-image of ∂FG is an immediate conse-
quence of Corollary 4.9 applied to πα0 |∂FG : ∂FG → Xα0 , where πα0 : ∏α∈AXα →
Xα0 is the canonical projection.

Now we prove uniqueness. Assume X1 and X2 are two universal boundaries.
Then by assumption, there exist surjective G-maps ϕ1 : X1 → X2 and ϕ2 : X2 → X1.
Applying Corollary 4.8 to ϕ2 ◦ ϕ1, we get that ϕ1 and ϕ2 are isomorphisms of G-
spaces. �

The converse to the above claim, i.e. the claim that the image of ∂FG under a
G-map is a G-boundary, is also true.

Proposition 4.15. The image of any G-boundary X under a G-map is still a G-
boundary.

Proof. Let X be a G-boundary, and let p : X → Y be a surjective G-map onto a
G-space Y . First, given any y ∈ Y , we have that y = p (x) for some x ∈ X. Hence,
Gy = Gp (x) = p (Gx) is dense in Y , as continuous surjections map dense sets to
dense sets. This shows that Y is minimal.
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Now consider the push-forward map p∗ : P (X)→ P (Y ). We see that p∗ (δx) =
δp(x), so all Dirac masses of Y are contained in p∗ (P (X)), by surjectivity of p. As
the convex hull of the Dirac masses is weak*-dense in P (Y ), and the image of p∗
is closed and convex, it must be the case that p∗ is surjective. Hence, given any
ν ∈ P (Y ), there is a µ ∈ P (X) with p∗ (µ) = ν. Choose a net (gλ) ⊆ G such that
gλµ

w*−→ δx for some x ∈ X. We have that

gλν = gλp∗ (µ) = p∗ (gλµ)→ p∗ (δx) = δp∗(x).

Thus, Y is strongly proximal, as Gνw* always contains a Dirac mass. �

We now discuss an important source of boundaries. Recall that, given a real
vector space V and a convex subset K ⊆ V , a map f : K → K is called affine
if it respects convex combinations. That is, for any convex combination ∑n

i=1 λivi
(where vi ∈ K, λi ≥ 0, and ∑n

i=1 λi = 1), we have f (∑n
i=1 λivi) = ∑n

i=1 λif (vi).
Now assume G acts by affine homeomorphisms on a compact convex subset K of
a locally convex topological vector space V . We say that K is irreducible if the
only G-invariant closed convex subset is K itself. The following proof is taken from
[Gla76, Chapter III, Theorem 2.3].

Theorem 4.16. Assume G acts by affine homeomorphisms on a compact convex
subset K of a locally convex topological vector space, and that K is irreducible. Then
the closure of the set of the extreme points of K, ex (K), is the unique G-boundary
contained in K.

Proof. First, we show that ex (K) is the unique minimal subsystem of K. It is
easy to check that ex (K) is a G-invariant subset. Indeed, if x is an extreme point
of K and g ∈ G, assume gx = αy + (1− α) z for y, z ∈ K and α ∈ [0, 1]. Then
x = αg−1y + (1− α) g−1z, showing g−1y = g−1z, i.e. y = z. Consequently, ex (K)
is a closed, G-invariant subset. Now let X ⊆ K be a minimal subset, and let x ∈ X
be arbitrary. We know that the closed convex G-invariant subset generated by x is
all of K, i.e. conv (Gx) = K. By Milman’s converse to the Krein-Milman theorem,
ex (K) ⊆ Gx = X, so ex (K) ⊆ X. In summary, ex (K) is a subsystem, and it is
contained in every minimal subsystem. Consequently, ex (K) must be the unique
minimal subsystem.

Now we show thatK is strongly proximal. For this, we recall some basic Choquet
theory - see [Phe01] for a good overview. For any measure µ ∈ P (K), there is a
unique point xµ ∈ K such that

f (xµ) =
∫
K
f dµ

for any continuous, affine, real-valued function f : K → R (with xµ known as the
barycenter of µ). Denoting the map µ 7→ xµ by β : P (K) → K, the barycen-
ter map, we have that β is a surjective, affine G-map. Using this, assume µ ∈
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P (K). Then conv
(
Gµ
)
is a closed, convex, G-invariant subset of P (K), and hence

β
(
conv

(
Gµ
))

is such a subset of K. Irreducibility forces β
(
conv

(
Gµ
))

= K. It
is easy to check that β

(
conv

(
Gµ
))

= conv
(
β
(
Gµ
))

, and so Milman’s converse to
the Krein-Milman theorem tells us that ex (K) ⊆ β

(
Gµ
)
. Now pick any x ∈ ex (K).

There must exist some ν ∈ Gµ such that β (ν) = x.
We will show that ν = δx. Assume otherwise, and note that supp ν must consist

of at least two points. Using the fact that the dual of a locally convex topological
vector space separates points, we could write ν as some nontrivial convex combina-
tion α1ν1+α2ν2 of probability measures, where ν1 is supported on a compact convex
subset of K not containing x. As the barycenter of any measure lies in the closed
convex hull of its support, then α1β (ν1) + α2β (ν2) is a nontrivial convex combi-
nation that results in x, a contradiction to x being an extreme point of K. Thus,
ν = δx, and so K is strongly proximal. As any subsystem of a strongly proximal
G-space is strongly proximal (a proof is contained in the proof of Theorem 4.14),
then we are done. �

Corollary 4.17. Assume G acts by affine homeomorphisms on a compact convex
subset K of a locally convex topological vector space (without any assumption on the
irreducibility of K). Then K contains a G-boundary.

Proof. The proof of Lemma 4.5 can easily be modified to show that every such
space K contains a compact convex irreducible subsystem K ′ ⊆ K. Then just
apply Theorem 4.16 to K ′. �

Corollary 4.18. Assume G acts by affine homeomorphisms on a compact convex
subset K of a locally convex topological vector space, and K contains a G-boundary
X such that conv (X) = K. Then K is irreducible.

Proof. First, note that by Milman’s converse to the Krein-Milman theorem, we
have ex (K) ⊆ X. By minimality, X = ex (K). Viewing P (ex (K)) ⊆ P (K), it is
a straightforward application of the Krein-Milman theorem that β (P (ex (K))) is
all of K, where β : P (K) → K is the barycenter map (discussed in the proof of
Theorem 4.16).

Now let x ∈ K and y ∈ ex (K) be arbitrary. By the above remark, there is some
µ ∈ P (ex (K)) with with barycenter x. As ex (K) is a G-boundary, then there is a
net (gλ) ⊆ G with gλµ→ δy. Hence, we have that

lim
λ
gλx = lim

λ
gλβ (µ) = lim

λ
β (gλµ) = β (δy) = y.

This shows ex (K) ⊆ Gx, and so conv
(
Gx
)

= K by the Krein-Milman theorem. As
x was arbitrary, K is irreducible. �
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Note that, for any compact G-space X, G acts by affine homeomorphisms on
the convex space P (X). Indeed, this action is just the restriction of the action of G
on M (X) by isometric isomorphisms. Consequently, P (X) contains a G-boundary,
and so there exists a G-map b : ∂FG→ P (X). Such a map is known as a boundary
map.

We also recall the following disconnectedness property for topological spaces:
Definition 4.19. A topological space X is called extremally disconnected if the
closure of any open set is open.
Proposition 4.20. The Furstenberg boundary is extremally disconnected.
Proof. Assume U ⊆ ∂FG is open, and let Y = U × {0} ∪ U { × {1} ⊆ ∂FG× {0, 1}.
Also, let π : Y → ∂FG be the canonical projection. Fix x0 ∈ ∂FG, and let φ : G→ Y
be given by

φ (g) =
{

(gx0, 0) if gx0 ∈ U
(gx0, 1) if gx0 /∈ U

.

As G is discrete, then φ : G → Y is continuous, and so there is an extension to
βG, the Stone-Čech compactification of G. We will also denote this map by φ, i.e.
φ : βG→ Y . Further, recall that βG is naturally a G-space. By our earlier remark
on boundary maps, there also exists some G-map b : ∂FG→ P (βG). Now consider
the following composition of maps:

∂FG
b−→ P (βG) φ∗−→ P (Y ) π∗−→ P (∂FG)

x 7→ bx 7→ µx 7→ νx

As all of the above maps are continuous, so is their composition. Further, b : ∂FG→
P (βG) is a G-map. While φ∗ and π∗ are not G-maps (we did not even define a
G-action on Y ), we claim that their composition π∗ ◦ φ∗ = (π ◦ φ)∗ is a G-map. To
this end, note that (π ◦ φ) (g) = gx0 for all g ∈ G, so (π ◦ φ) |G : G→ ∂FG is clearly
G-equivariant. Now given any g ∈ G and w ∈ βG, we may choose a net (wλ) ⊆ G
with wλ → w, and so

(π ◦ φ) (gw) = lim
λ

(π ◦ φ) (gwλ) = lim
λ
g (π ◦ φ) (wλ) = g (π ◦ φ) (w) .

In other words, π ◦φ : βG→ ∂FG is G-equivariant, and hence so is the pushforward
map (π ◦ φ)∗ : P (βG)→ P (∂FG).

Thus, the overall composition π∗ ◦ φ∗ ◦ b : ∂FG → P (∂FG) is a G-map. By
Corollary 4.7, we have νx = δx, and so µx is supported on π−1 (x) = {x} × {0, 1}.
Consequently, µx

(
U { × {1}

)
= 0 if x ∈ U , and µx

(
U { × {1}

)
= 1 if x /∈ U (note

that (x, 0) would not be an element of Y if x /∈ U). However, we also note that
the map x 7→ µx

(
U { × {1}

)
is continuous (use the fact that the indicator function

1U{×{1} lies in C (Y ), and the fact that if (xλ) ⊆ ∂FG is a net with xλ → x ∈ ∂FG,

then µxλ
w*−→ µx). Continuity forces this map to vanish on U , making it the indicator

function on U {. This can only be continuous if U is clopen. �
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4.2 Application to C*-simplicity

Our aim is to prove the following theorem:

Theorem 4.21. The following are equivalent:

1. G is C*-simple.

2. The action of G on its Furstenberg boundary ∂FG is free.

3. There exists a G-boundary for which the action is topologically free.

We require some machinery ahead of time, before we are able to prove this result.

Theorem 4.22 (Frolík’s theorem, special case). Let X be any extremally discon-
nected Hausdorff topological space, and let h : X → X be a homeomorphism of X.
Then the set of fixed points of h, F = {x ∈ X | h (x) = x}, is clopen.

Proof. Proven in [Pit17, Proposition 2.11] in a slightly more general context. Call an
open set U ⊆ X h-simple if h (U)∩U = ∅. Considering the set of h-simple subsets of
X, partially ordered by inclusion, there exists a maximal element by Zorn’s lemma
(the upper bound to any chain is the union of all elements in that chain). Denote
this maximal element by U . We claim that U is also h-simple. Indeed, it is easy
to convince yourself that if A and B are disjoint open sets, then A and B are also
disjoint. Hence, h

(
U
)
∩ U ⊆ h (U) ∩ U = ∅. But U is open (hence, so is h

(
U
)
),

and so h
(
U
)
∩U = ∅, proving our claim. By maximality of U , we have that U = U ,

and so U is clopen.
As U is h-simple, then it cannot admit any h-fixed points. Consequently, neither

can h (U) and h−1 (U), and thus M := h−1 (U) ∪ U ∪ h (U) can’t either. In other
words, F ⊆ M{. We wish to show we have equality here. Assume otherwise, so
that there exists some x ∈ M{ that is not a fixed point of h. We may choose a
neighbourhood H of x with h (H) ∩ H = ∅. (Why? Again, otherwise, for every
neighbourhood H of x, we could choose some xH ∈ H with h (xH) ∈ H. Then
the nets (xH) and (h (xH)), indexed by the neighbourhoods of x ordered under
reverse inclusion, would both converge to x. But h (xH)→ h (x), and so h (x) = x,
a contradiction.) As M is closed, and x /∈ M , then we may shrink H so that
H ∩ M = ∅ as well. Thus, H ∩ U = ∅ (so H ∪ U is a proper superset of U),
H ∩ h (U) = ∅, and H ∩ h−1 (U) = ∅. Using this,

h (H ∪ U) ∩ (H ∪ U) = (h (H) ∪ h (U)) ∩ (H ∪ U)
= (h (H) ∩H) ∪ (h (H) ∩ U) ∪ (h (U) ∩H) ∪ (h (U) ∩ U)
= ∅.

This contradicts maximality of U , and so F = M{. As M is clopen, then so is
F . �
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Proof of Theorem 4.21, (2) ⇐⇒ (3). It is clear that (2) =⇒ (3), as the empty set
always has empty interior.

To show (3) =⇒ (2), assume X is a G-boundary on which the action of G is
topologically free, and let ϕ : ∂FG → X be a surjective G-map. Assume G does
NOT act topologically freely on ∂FG, so that the set of fixed points (∂FG)g for some
nonidentity g ∈ G is has nonempty interior. Let U ⊆ (∂FG)g be nonempty and open
in ∂FG. By Lemma 2.15, there are g1, . . . , gn ∈ G such that ∂FG = g1U ∪ · · ·∪ gnU .
Consequently,

X = ϕ (∂FG) = g1ϕ (U) ∪ · · · ∪ gnϕ (U) .

This forces ϕ (U) to have nonempty interior. But ϕ (U) ⊆ ϕ
(
(∂FG)g

)
⊆ Xg (this

last inclusion follows from G-equivariance of ϕ), so Xg has nonempty interior. This
contradicts G acting topologically freely on X, and so the action of G on ∂FG must
be topologically free. More can easily be said, as Theorem 4.22 tells us that (∂FG)g
is open. Hence, it can only have nonempty interior if it is empty, showing the action
of G on ∂FG is in fact free. �

Lemma 4.23. G is C*-simple if and only if, for any unitary representation π with
π ≺ λ, we have π ∼ λ.

Proof. First, assume G is C*-simple, making any *-homomorphisms from C∗r (G)
to any other C*-algebra either zero or injective. Let π be a unitary representation
of G with π ≺ λ. By Theorem 2.4, there is a (surjective, unital) *-homomorphism
φ : C∗r (G)→ C∗π (G) mapping λ (g) to π (g) for all g ∈ G. As C∗r (G) is simple, then φ
must be injective, and consequently a *-isomorphism. Thus, φ−1 : C∗π (G)→ C∗r (G)
is a *-homomorphism mapping π (g) to λ (g) for all g ∈ G, and so λ ≺ π as well.

Now assume that G is NOT C*-simple, so that C∗r (G) admits a nontrivial ideal
I. Consider the following composition of maps:

C∗ (G)� C∗ (G) /C∗ kerλ ∼= C∗r (G)� C∗r (G) /I.

We see that C∗ (G) must admit a proper ideal J with C∗ kerλ $ J . By the GNS
construction, C∗ (G) /J embeds into B (H) for some cyclic Hilbert space H. Hence,
the unitary representation π : G→ U (H) resulting from

C∗ (G)� C∗ (G) /J ↪→ B (H)

satisfies C∗ kerπ = J ) C∗ kerλ. Again by Theorem 2.4, we get that π ≺ λ, but
λ 6≺ π. �

Recall that for discrete groups, given any subgroup H ≤ G, the quasi-regular
representation λG/H of G on `2 (G/H) is given by (g · f) (xH) = f

(
g−1xH

)
.

Proposition 4.24. Assume H is an amenable subgroup of G. Then λG/H ≺ λG.
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Proof. We know that the trivial representation 1H is weakly contained in the left-
regular representation λH , by amenability of H. By construction of the induced
representation (see Section 2.3), it is almost immediate that IndGH 1H ∼= λG/H and
IndGH λH ∼= λG. Continuity of induction gives us the result we want. �

Lemma 4.25. Given any subgroup H ≤ G, there is a positive, unital, H-equivariant,
isometric linear embedding of `∞ (H) into `∞ (G).

Proof. Let T be a transversal of the right-coset space H\G (a choice of one represen-
tative from each coset). Then any g ∈ G decomposes uniquely as g = hr, for some
h ∈ H and r ∈ T . Now given f ∈ `∞ (H), define an extension ι (f) to `∞ (G) by
(ι (f)) (hr) := f (h). It is easy to see that this extension is unital, linear, isometric
and positive. Finally, given any k ∈ H, and any hr ∈ G, we have

(k · ι (f)) (hr) = ι (f)
(
k−1hr

)
= f

(
k−1h

)
= (k · f) (h) = ι (k · f) (hr) ,

making the embedding H-invariant as well. �

Proposition 4.26. There is a duality of G-maps given as follows:

1. Assume X and Y are G-spaces. There is a bijective correspondence between
G-equivariant, unital, positive, linear maps φ : C (X) → C (Y ) and G-maps
φ̃ : Y → P (X), given by φ̃ (y) (f) = φ (f) (y) (for y ∈ Y and f ∈ C (X)).

2. More generally, assume A is a G-C*-algebra, and Y is a G-space. There is
a bijective correspondence between G-equivariant, unital, positive, linear maps
φ : A → C (Y ) and G-maps φ̃ : Y → S (A), given by φ̃ (y) (a) = φ (a) (y) (for
y ∈ Y and a ∈ A).

3. Assume A is a G-C*-algebra, and X is a G-space. Any G-equivariant, unital,
positive, linear map φ : C (X) → A induces an affine G-map φ̃ : S (A) →
P (X), given by φ̃ (ψ) (f) = ψ (φ (f)) (for ψ ∈ S (A) and f ∈ C (X)). The
converse here may not necessarily be true though.

Proof. Here, it is most convenient to always view P (X) as the state space of C (X).

1. Any G-equivariant, unital, positive, linear map φ : C (X) → C (Y ) can be
viewed as a map φ′ : C (X)× Y → C such that:

(a) For any f ∈ C (X) and y ∈ Y , φ′ (g · f, y) = φ′
(
f, g−1y

)
(φ is G-

equivariant).
(b) For any y ∈ Y , φ′ (1, y) = 1 (φ is unital).
(c) For any f ≥ 0 in C (X) and y ∈ Y , φ′ (f, y) ≥ 0 (φ is positive).
(d) The map φ′ : C (X)× Y → C is linear in the first variable (φ is linear).
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(e) For any f ∈ C (X), the map φ′ (f, ·) : Y → C is continuous (φ (f) is
continuous).

Similarly, any G-map φ̃ : Y → P (X) can be viewed as a map φ̃′ : Y ×C (X)→
C such that:

(a) For any y ∈ Y and f ∈ C (X), φ̃′ (gy, f) = φ̃′
(
y, g−1 · f

)
(φ̃ is G-

equivariant).
(b) For any y ∈ Y , φ̃′ (y, 1) = 1 (φ̃ (y) is unital).
(c) For any y ∈ Y and f ≥ 0 in C (X), φ̃′ (y, f) ≥ 0 (φ̃ (y) is positive).
(d) The map φ̃′ : Y × C (X) → C is linear in the second variable (for any

y ∈ Y , φ̃ (y) is linear).
(e) For any f ∈ C (X), the map φ̃′ (·, f) : Y → C (φ̃ is continuous).

From here, it is clear that the correspondence φ↔ φ̃ is bijective.

2. The proof is the same as the previous case.

3. Let φ : C (X)→ A be such a map. The corresponding dual map φ̃ : S (A)→
P (X) is just the restriction of the adjoint map φ∗ : A∗ → C (X)∗ = M (X) to
S (A), making φ̃ affine. Note that if ψ ∈ S (A), then the following are true:

• If f ≥ 0 in C (X), then φ∗ (ψ) (f) = ψ (φ (f)) ≥ 0, as φ (f) ≥ 0.
• We have φ∗ (ψ) (1) = ψ (φ (1)) = ψ (1) = 1.

Thus, φ∗ (S (A)) ⊆ S (C (X)) = P (X), and so φ̃ : S (A) → P (X) is indeed
well-defined. Further, assume (ψλ) ⊆ S (A) is a net with ψλ

w*−→ ψ ∈ S (A).
Then for any f ∈ C (X), we have

φ̃ (ψλ) (f) = ψλ (φ (f))→ ψ (φ (f)) = φ̃ (ψ) (f) .

In other words, φ̃ (ψλ) w*−→ φ̃ (ψ), showing φ̃ is weak*-weak* continuous. Fi-
nally, if g ∈ G, ψ ∈ S (A), and f ∈ C (X), then

φ̃ (g · ψ) (f) = (g · ψ) (φ (f)) = ψ
(
g−1 · (φ (f))

)
= ψ

(
φ
(
g−1 · f

))
= φ̃ (ψ)

(
g−1 · f

)
=
(
g ·
(
φ̃ (ψ)

))
(f) .

This shows φ̃ is G-equivariant.

�

Proposition 4.27. Given any x ∈ ∂FG, the stabilizer Gx = {g ∈ G | gx = x} is
amenable.
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Proof. Consider βG, the Stone-Čech compactification of G, and recall that `∞ (G) ∼=
C (βG) as G-C*-algebras. There exists a boundary map b : ∂FG → P (βG), and
consequently by Proposition 4.26 a G-equivariant, unital, positive, linear dual map
r : C (βG) → C (∂FG), i.e. r : `∞ (G) → C (∂FG). Letting ex : C (∂FG) → C
denote the evaluation map at x, we have that ex ◦ r : `∞ (G) → C is a state on
`∞ (G). We can also check that it is Gx-invariant. Given any f ∈ `∞ (G) and
g ∈ Gx, we have

ex ◦ r (g · f) = r (g · f) (x) = (g · r (f)) (x) = r (f)
(
g−1 · x

)
= r (f) (x) = ex ◦ r (f) .

Viewing `∞ (Gx) ⊆ `∞ (G) using Lemma 4.25, we have that (ex ◦ r) |`∞(Gx) is a
left-invariant mean on `∞ (Gx). �

Proposition 4.28. Assume G 6= {e}, and X is a G-boundary which G does not
act topologically freely on, i.e. there is a nontrivial s ∈ G such that the set of fixed
points has nonempty interior. Then given any x ∈ X, λG 6≺ λG/Gx.

First, we prove the following lemma:

Lemma 4.29. Assume G 6= {e}, and let X be any G-boundary. Given any nonempty
open subset U ⊆ X and ε > 0, there is a finite subset F ⊆ G \ {e} such that for any
µ ∈ P (X), there is some t ∈ F with µ (tU) > 1− ε.

Proof. First, note that this lemma is easy enough if X is a singleton, as we may just
let F = {g} for any non-identity element g ∈ G. Assume that X consists of more
than just a single element. Fix any x ∈ U , and let µ ∈ P (X). We wish to show
there is always some tµ ∈ G \ {e} such that(

δx − t−1
µ µ

)
(U) = 1− µ (tµU) < ε.

• Assume µ = δx. We wish to show that there is always a nontrivial tµ ∈ G
with x ∈ tµU . By Proposition 4.3, we may choose some y ∈ U distinct from x.
Minimality tells us that Gx is dense in X, and so there is a net (gλ) ⊆ G with
gλx→ y. As y 6= x, we may assume no gλ is the identity element. Since U is
also a neighbourhood of y, then there is some λ0 with gλ0x ∈ U , i.e. x ∈ g−1

λ0
U ,

and so we may choose tµ = g−1
λ0

.

• Assume µ 6= δx. Recall that strong proximality is equivalent to X being
minimal, and always having Gµw* contain at least one, hence all, Dirac masses.
In particular, there is a net (gλ) ⊆ G with gλµ

w*−→ δx. Again, we may assume
that no gλ is the identity element. It suffices to show that gλµ (U) → 1, as
we could just let tµ = g−1

λ0
, where λ0 is such that 1 − gλ0µ (U) < ε. To this

end, Urysohn’s lemma allows us to pick f ∈ C (X) such that f (x) = 1, and
0 ≤ f ≤ 1U . Knowing this, we have

1 ≥ gλµ (U) ≥
∫
X
f dgλµ→

∫
X
f dδx = f (x) = 1,
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which proves our claim.

In either case, we have µ (tµU) > 1−ε, and so we may pick f ∈ C (X), 0 ≤ f ≤ 1tµU ,
such that µ (f) > 1 − ε. By continuity of the evaluation map ν 7→ ν (f) (for
ν ∈ P (X)), there is a weak*-open neighbourhood Vµ of µ such that ν (f) > 1 − ε
for all ν ∈ Vµ. But ν (tλU) ≥ ν (f), and so ν (tλU) > 1− ε. Of course, {Vµ}µ∈P (X)
is an open cover of P (X), and so by weak*-compactness, there is a finite subcover
Vµ1 , . . . , Vµn . Hence, letting F = tµ1 , . . . , tµn , we are done. �

Proof of Proposition 4.28. Let s 6= e be such that the set of fixed points Xs has
nonempty interior. We will argue by contradiction - assume that we do have the weak
containment λG ≺ λG/Gx . Consider the normalized matrix coefficient 〈λG (·) δe | δe 〉.
By Remark 2.3, it suffices to show that this function can be approximated uniformly
on any finite F ⊆ G by averages of the form 1

m

∑m
j=1

〈
λG/Gx (·) ξj

∣∣∣ ξj 〉 of normal-
ized diagonal matrix coefficients. Let U be the interior of Xs, and let F be as in
Lemma 4.29. Let F ′ =

{
tst−1 | t ∈ F

}
, let ε = 1

3 , and let ξj be as above, approxi-
mating 〈λG (·) δe | δe 〉 on F ′.

Recall that there is a canonical correspondence between G/Gx and Gx, given by
gGx ↔ gx. Under this identification, we define the following probability measures
on X:

µj :=
∑
y∈Gx

|ξj (y)|2 δy and µ := 1
m

m∑
j=1

µj .

(As ∑y∈Gx |ξj (y)|2 = 1, this first sum is indeed convergent, and it converges to a
probability measure). Lemma 4.29 gives us that there is a t ∈ F with µ

(
tU {

)
< ε.

Now let vj := t−1ξj . For convenience, given any ξ, η ∈ `2 (G/Gx) and any subset
A ⊆ X, we define

〈 ξ | η 〉A :=
∑

y∈A∩Gx
ξ (y) η (y) and ‖ξ‖A := 〈 ξ | ξ 〉1/2A .

Note that U , hence U { as well, is s-invariant. Thus,

|1− 〈 svj | vj 〉| =
∣∣1− 〈 svj | vj 〉U − 〈 svj | vj 〉U{

∣∣
≤
∣∣1− 〈 svj | vj 〉U ∣∣+ ∣∣〈 svj | vj 〉U{

∣∣
≤
∣∣1− 〈 vj | vj 〉U ∣∣+ ‖vj‖2U{

= 2 ‖vj‖2U{

= 2
∑

y∈U{∩Gx

|ξj (ty)|2

= 2µj
(
tU {

)
.
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Using the fact that 〈 svj | vj 〉 =
〈
tst−1ξj

∣∣ ξj 〉, then taking an average over j =
1, . . . ,m, we get

1
m

m∑
j=1

∣∣∣1− 〈 tst−1ξj
∣∣∣ ξj 〉∣∣∣ ≤ 2 1

m

m∑
j=1

µj
(
tU {

)
= 2µ

(
tU {

)
< 2ε = 2

3 .

However, as e /∈ F , then e /∈ F ′, and so we always have 〈 gδe | δe 〉 = 0 for all g ∈ F ′.
Consequently, by our weak containment approximation, we have∣∣∣∣∣∣ 1

m

m∑
j=1

〈
tst−1ξj

∣∣∣ ξj 〉
∣∣∣∣∣∣ < ε = 1

3 .

But letting αj :=
〈
tst−1ξj

∣∣ ξj 〉, we see that

2
3 >

1
m

m∑
j=1
|1− αj | ≥ 1− 1

m

m∑
j=1
|αj | ≥ 1−

∣∣∣∣∣∣ 1
m

m∑
j=1

αj

∣∣∣∣∣∣ > 1− 1
3 = 2

3 ,

which is nonsense. �

Proof of Theorem 4.21, (1) =⇒ (2). Note that Theorem 4.21 is obvious for G =
{e}, as the trivial group is always C*-simple, and any boundary always consists of
a singleton. Hence, we now focus our attention to when G is not the trivial group.
Assume that G does NOT act freely on its Furstenberg boundary (consequently,
there is a nontrivial g ∈ G admitting a set of fixed points of nonempty interior).
Then given any x ∈ X, we have λG 6≺ λG/Gx by Proposition 4.28. But Gx is
amenable by Proposition 4.27, and so λG/Gx ≺ λG by Proposition 4.24. Hence, G
cannot be C*-simple by Lemma 4.23. �

The following are some easy lemmas:

Lemma 4.30. Let A be a unital C*-algebra. Then A is simple if and only if every
unital *-representation π : A→ B (H), where H is a nonzero Hilbert space.

Proof. Assume A is simple. If kerπ = A, then π = 0. In particular, π is nonunital,
contradicting our assumption. Hence, kerπ = {0}, making π injective. Now assume
A is NOT simple, in particular admitting some nontrivial ideal I. By the GNS
construction, there is a faithful, unital *-representation of A/I into B (H) for some
H. Then composing with the canonical projection onto A/I, i.e.

A� A/I ↪→ B (H) ,

we obtain a non-injective, unital *-representation of A onto B (H). �

Recall that a *-representation π : A→ B (H) of a C*-algebra is called faithful if
it is nonzero on positive, nonzero elements.
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Lemma 4.31. Let A be a C*-algebra. A *-representation π : A→ B (H) is faithful
if and only if it is injective.

Proof. It is clear that being injective implies being faithful. Conversely, assume π is
faithful, and let a ∈ A be arbitrary with π (a) = 0. We have π (a∗a) = π (a)∗ π (a) =
0. But a∗a is positive, so this implies a∗a = 0, and so a = 0 (using the fact that
‖a‖2 = ‖a∗a‖). �

The following results are consequences of the duality of G-maps given in Propo-
sition 4.26.

Proposition 4.32. Assume φ : C (∂FG) → C (∂FG) is a G-equivariant unital
positive linear map. Then φ is the identity map.

Proof. By Proposition 4.26, there is a dual G-map φ̃ : ∂FG → P (∂FG) given by
φ̃ (x) (f) = φ (f) (x) for any x ∈ ∂FG and f ∈ C (∂FG). But this map is the
canonical embedding by Corollary 4.7, i.e. φ̃ (x) = δx. Consequently, φ (f) (x) =
φ̃ (x) (f) = δx (f) = f (x), i.e. φ (f) = f . �

Proposition 4.33. Let A be a G-C*-algebra. Every G-equivariant unital positive
linear map φ : C (∂FG)→ A is an isometric embedding.

Proof. First recall that, because the domain is commutative, positivity guarantees
φ is automatically a contraction, without any prior assumptions on continuity. Now
consider the dual map φ̃ : S (A) → P (∂FG) given by φ̃ (ψ) (f) = ψ (φ (f)) (see
Proposition 4.26). Proposition 4.6 says that this map contains ∂FG in its range.
Consequently, for any x ∈ ∂FG, there is some ψx ∈ S (A) such that φ̃ (ψx) = δx, i.e.
ψx (φ (f)) = φ̃ (ψ) (f) = δx (f) = f (x) for all f ∈ C (X). Hence,

‖f‖∞ = sup
x∈∂FG

|f (x)| = sup
x∈∂FG

|ψx (φ (f))| ≤ sup
ψ∈S(A)

|ψ (φ (f))| ≤ ‖φ (f)‖ ,

finishing the proof that φ is an isometry. �

Finally, we wish to prove injectivity of C (∂FG). For this, we the following
“projectivity” result on ∂FG.

Proposition 4.34. The Furstenberg boundary is “projective” with respect to affine
G-spaces. That is, assume K and K ′ are compact convex G-spaces on which G
acts by affine homeomorphisms, p : K ′ → K is a surjective affine G-map, and
a : ∂FG→ K is any G-map. Then there is a lifting to a G-map c : ∂FG→ K ′ such
that p ◦ c = a, i.e. the following diagram commutes:

K ′

∂FG K

p

a

c
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Proof. By Proposition 4.15, a (∂FG) is a G-boundary. Let C = conva (∂FG) ⊆ K.
This is a compact, convex, G-invariant subset of K, and it is easy to see this forces
p−1 (C) to be such a subset of K ′ as well. Thus, p−1 (C) contains a G-boundary X,
by Corollary 4.17. Further, C is irreducible by Corollary 4.18, so a (∂FG) is in fact
the unique boundary in C by Theorem 4.16. Applying Proposition 4.15 again, this
forces p (X) = a (∂FG). Now, the universality of ∂FG gives us the existence of some
G-map c : ∂FG→ X ⊆ K ′. But im (p ◦ c) = a (∂FG), so Corollary 4.9 tells us that
p ◦ c = a. �

Proposition 4.35. In the category of unital G-C*-algebras, with G-equivariant uni-
tal (completely) positive maps as morphisms, C (∂FG) is injective, in the following
sense: given any two unital G-C*-algebras A ⊆ B, and any G-equivariant unital
positive map φ : A → C (∂FG), there is an extension to a G-equivariant unital
positive map ψ : B → C (∂FG).

This same result holds in the category of G-operator systems, i.e. operator sys-
tems where G acts by unital complete order isomorphisms. Here, by a complete
order isomorphism φ : S → S from an operator system S to itself, we mean a linear
map φ that is invertible with both φ and φ−1 completely positive.

Proof. First, recall that a G-equivariant unital positive map φ : A → C (∂FG)
corresponds to a dual G-map φ̃ : ∂FG→ S (A) (and vice versa), using by φ̃ (x) (a) =
φ (a) (x) (see Proposition 4.26). Further, note that the restriction map p : S (B)→
S (A) is surjective, as any state on A is completely positive, and hence extends to
a state on B by Arveson’s extension theorem applied to B (C) ∼= C. Thus, applying
Proposition 4.34, there is a lifting ψ̃ : ∂FG→ S (B) such that p ◦ ψ̃ = φ̃. Then the
map ψ : B → C (∂FG) corresponding to ψ̃ : ∂FG → S (B) is an extension of A.
Indeed, if a ∈ A and x ∈ ∂FG, then ψ̃ (x) |A = φ̃ (x), and so

ψ (a) (x) = ψ̃ (x) (a) = φ̃ (x) (a) = φ (a) (x) .

The exact same proof applies in the case of G-operator systems. �

Definition 4.36. Given a contractive, completely positive map φ : A → B, where
A is a unital C*-algebra, we define the multiplicative domain of φ as follows:

Dφ = {a ∈ A | φ (a∗a) = φ (a)∗ φ (a) and φ (aa∗) = φ (a)φ (a)∗} .

It can be shown that Dφ is a C*-subalgebra of A. For our purposes, we only
need the following property [BO08, Proposition 1.5.7 (2)] (which shows the name
multiplicative domain is indeed warranted):

Proposition 4.37. Assume φ : A → B is a contractive, completely positive map,
where A is a unital C*-algebra, and a ∈ Dφ, b ∈ A. Then φ (ba) = φ (b)φ (a) and
φ (ab) = φ (a)φ (b).
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Proof. By the GNS construction, we may view B ⊆ B (H) for some Hilbert space
H, and consequently φ : A → B (H). Let (π, V,K) be a Stinespring dilation of φ.
Assume φ (a∗a) = φ (a)∗ φ (a) for some a ∈ A, and let b ∈ A be arbitrary. We have

φ (a∗a) = φ (a)∗ φ (a)
⇐⇒ φ (a∗a)− φ (a)∗ φ (a) = 0
⇐⇒ V ∗π (a)∗ π (a)V − V ∗π (a)∗ V V ∗π (a)V = 0
⇐⇒ V ∗π (a)∗ (I − V V ∗)π (a)V = 0

⇐⇒
(
(I − V V ∗)1/2 π (a)V

)∗ (
(I − V V ∗)1/2 π (a)V

)
= 0

⇐⇒ (I − V V ∗)1/2 π (a)V ∗ = 0.

(Note that ‖V ‖2 = ‖φ‖ ≤ 1, so I − V V ∗ is positive, and so (I − V V ∗)1/2 indeed
exists). Using this, we get

φ (ba)− φ (b)φ (a) = V ∗π (b)π (a)V − V ∗π (b)V V ∗π (a)V
= V ∗π (b) (I − V V ∗)π (a)V
= V ∗π (b) (I − V V ∗)1/2 (I − V V ∗)1/2 π (a)V
= 0.

The proof of our other claim is analogous. �

Proof of Theorem 4.21, (2) =⇒ (1). AssumeG acts freely on its Furstenberg bound-
ary. To show G is C*-simple, Lemma 4.30 tells us that it suffices to show every
unital *-representation π : C∗r (G) → B (H) (where H 6= {0}) is injective. It is
easy to see that a *-homomorphism π : A→ B between C*-algebras is always com-
pletely positive, as it is in particular positive (follows from π (a∗a) = π (a)∗ π (a)),
and the extension πn : Mn (A) → Mn (B) is always a *-homomorphism. Hence,
viewing C∗r (G) ⊆ C (∂FG) or G, Arveson’s extension theorem tells us that there
is a unital, completely positive extension φ : C (∂FG) or G → B (H). As φ is an
extension of π, we clearly have for any a ∈ C∗r (G) that φ (a∗a) = φ (a)∗ φ (a) and
φ (aa∗) = φ (a)φ (a)∗. Hence, C∗r (G) lies in the multiplicative domain Dφ of φ.
Applying Proposition 4.37, we see that for any a ∈ C (∂FG) or G and g ∈ G, we
have

φ (g · a) = φ
(
λgaλ

∗
g

)
= π (λg)φ (a)π (λg)∗ = g · φ (a) .

(Here, G acts on C (∂FG)or G by conjugation by the unitary λg, and on B (H) by
conjugation by the unitary π (λg)). In other words, φ is G-equivariant.

Consider φ|C(∂FG) : C (∂FG) → B (H). By Proposition 4.33, this map is an
isometric embedding onto φ (C (∂FG)). Hence, we may consider the inverse map(
φ|C(∂FG)

)−1
: φ (C (∂FG)) → C (∂FG). As φ (C (∂FG)) is at least a G-operator

system, by Proposition 4.35, this map extends to a G-equivariant unital positive
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map τ : B (H) → C (∂FG). Hence, we obtain a G-equivariant unital positive map
ψ := τ ◦ φ : C (∂FG)or G→ C (∂FG).

Now we wish to show ψ is the canonical conditional expectation from C (∂FG)or
G to C (∂FG). To this end, note that ψ|C(∂FG) : C (∂FG)→ C (∂FG) is the identity
map by Proposition 4.32. Consequently, C (∂FG) ⊆ Dψ, and so letting s ∈ G be a
nonidentity element and f ∈ C (∂FG), we may apply Proposition 4.37 to get

ψ (λs) f = ψ (λs)ψ (f) = ψ (λsf) = ψ ((s · f)λs) = ψ (s · f)ψ (λs) = (s · f)ψ (λs) .

As s is a nonidentity element, and the action G y ∂FG is free, then for any x ∈
∂FG, we have s−1x 6= x. Thus, we may choose f ∈ C (∂FG) with f (x) = 1, and
f
(
s−1x

)
= 0, by Urysohn’s lemma. Evaluating the above expression at x gives us

that ψ (λs) (x) = 0, and so ψ (λs) = 0. This shows that for any s 6= e and f ∈
C (∂FG), we have ψ (fλs) = ψ (f)ψ (λs) = 0, while ψ (fλe) = ψ (f)ψ (λe) = f · 1 =
f . By linearity, as ψ and the canonical expectation E : C (∂FG) or G → C (∂FG)
agree on the dense subset C (∂FG) ⊗ C[G] (algebraic tensor), they must be equal.
But E, and hence ψ = τ ◦φ, is faithful, showing φ is faithful as well (otherwise, if φ
vanished on some nonzero positive element, so would ψ). This implies π = φ|C∗r (G)
is faithful, and hence injective, finishing the proof. �

5 Intrinsic characterization of C*-simplicity
Here, we provide an intrinsic characterization of C*-simplicity, i.e. one which de-
pends only on the internal structure of our group. Note that we view amenability as
an intrinsic property. See, for example, the Følner characterization of amenability.
Much of the hard work was already done in Section 4, and the main results in this
section follow without too much difficulty.

To avoid confusion with the space of probability measures P (G), let 2G denote
the power set of G, i.e. the set of all subsets. Recall that there is a natural cor-
respondence between 2G and {0, 1}G, where the subset A ⊆ G maps to (xg)g∈G,
with

xg =
{

1 if g ∈ S
0 if g /∈ S

.

Equipped with the product topology, this becomes a compact (Hausdorff) space by
Tychonoff’s theorem. A convenient way to visualize convergence in this space is as
follows: let (Aλ) ⊆ 2G be a net. Then Aλ → A ∈ 2G if and only if both of the
following are true:

1. For every g ∈ A, we have that g eventually lies in Aλ.

2. For every g /∈ A, we have that g eventually never lies in Aλ.

Definition 5.1. S (G) ⊆ 2G denotes the space of subgroups of G, equipped with
the relative topology induced from 2G, known as the Chabauty topology.
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From now on, unless stated otherwise, S (G) will always be equipped with the
Chabauty topology.

Proposition 5.2. S (G) is compact under the Chabauty topology.

Proof. This is equivalent to showing it is a closed subset of 2G. To this end, assume
(Hλ) ⊆ S (G) is a net in S (G) convergent toH ∈ 2G. Let g, h ∈ H. Then eventually,
g lies in Hλ, and the same can be said for h, showing the product gh eventually lies
in Hλ, and thus gh ∈ H. Similarly, as g eventually lies in Hλ, so does g−1, showing
g−1 ∈ H. Hence, H ∈ S (G). �

It is easy to check that the action of any g ∈ G on S (G) by conjugation, i.e.
g · H = gHg−1 for H ∈ S (G), is continuous. In other words, S (G) is a G-space
under conjugation.

Finally, we let Sa (G) ⊆ S (G) denote the space of amenable subgroups. It is
clear that this space is G-invariant, as conjugate subgroups are isomorphic. We can
also check it is compact, making it a G-space under conjugation as well.

Proposition 5.3. Sa (G) is compact under the Chabauty topology.

Proof. It suffices to show this is a closed subset of S (G), which we know is compact.
Assume (Hλ) ⊆ Sa (G) is a net with Hλ → H ∈ S (G). LetMλ ∈ `∞ (Hλ)∗ be a left-
invariant mean on Hλ. Recall that there is a positive, unital, Hλ ∩H-equivariant,
isometric linear embedding ιλ : `∞ (Hλ ∩H)→ `∞ (Hλ) (Lemma 4.25).

Now, letting D denote the unit disk in C, consider the space ∏f∈`∞(H) ‖f‖∞D,
and the net

(
α

(λ)
f

)
given by α(λ)

f = Mλ (ιλ (f |H∩Hλ)). As our space is compact by
Tychonoff’s theorem, our net admits a convergent subnet. For convenience, we will
just reindex our original net (Hλ) so that

(
α

(λ)
f

)
is convergent.

Using this, define M : `∞ (H)→ C by M (f) := limλMλ (ιλ (f |H∩Hλ)). Clearly,
M is linear, unital, positive. H-equivariance follows from the fact that eventually,
any h ∈ H lies in H ∩Hλ, and so

M (h · f) = lim
λ
Mλ (ιλ ((h · f) |H∩Hλ))

= lim
λ
Mλ (ιλ (h · (f |H∩Hλ)))

= lim
λ
Mλ (h · ιλ (f |H∩Hλ))

= lim
λ
Mλ (ιλ (f |H∩Hλ))

= M (f) .

�

Finally, we give some definitions:
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Definition 5.4. A uniformly recurrent subgroup of G is a minimal subsystem X ⊆
S (G). X is said to be amenable if X ⊆ Sa (G), and nontrivial if X 6= {{e}}.

Definition 5.5. A recurrent subgroup of G is a subgroup H ≤ G such that the
following is true: there is a finite subset F ⊆ G \ {e} such that for all g ∈ G, we
have F ∩ gHg−1 6= ∅.

The definition of recurrence given above is the most “group theoretic”, as does
not use topology. There are other characterizations, however, which are sometimes
more convenient (in particular, for the proof of our main theorem). Given a subgroup
H ≤ G, denote the set of its conjugates by Conj (H) =

{
gHg−1 | g ∈ G

}
⊆ S (G).

Proposition 5.6. Let H be a subgroup of G. The following are equivalent:

1. H is recurrent.

2. There exists a finite subset F ⊆ G \ {e} such that for all K ∈ Conj (H), we
have F ∩K 6= ∅.

3. {e} /∈ Conj (H).

4. Given any net (gλ) ⊆ G, there exists a subnet (gλi) such that
⋂
i gλiHg

−1
λi
6=

{e}.

Proof. (2) =⇒ (1): This implication is clear, as Conj (H) ⊆ Conj (H).
(1) =⇒ (4): Assume (gλ)λ∈Λ ⊆ G is a net. Given g ∈ F , define Λg :={

λ ∈ Λ | g ∈ gλHg−1
λ

}
. By finiteness of F , and the fact that Λ = ⋃

g∈F Λg, at least
one of (gλ)λ∈Λg is a subnet of (gλ)λ∈Λ ⊆ G. By construction, g ∈ ⋂λ∈Λg gλHg

−1
λ , so

this intersection cannot be {e}.
(4) =⇒ (3): Assume otherwise, i.e. {e} ∈ Conj (H), so that there is some net

(gλ) ⊆ G with gλHg−1
λ → {e}. There exists a subnet (gλi) such that ⋂i gλiHg−1

λi
6=

{e}. But clearly, this subnet cannot converge to {e}.
(3) =⇒ (2): Assume otherwise, so that no such finite subset exists. Given any

finite F ⊆ G \ {e}, we may pick some KF ∈ Conj (H) with F ∩ KF = ∅. Hence,
given g 6= e, for any finite F ⊇ {g}, we have g /∈ KF . Thus, the net (KF ), indexed
by finite F ⊆ G \ {e} and directed under inclusion, must converge to {e}, showing
{e} ∈ Conj (H) = Conj (H). �

Our main theorem is the following:

Theorem 5.7. The following are equivalent:

1. G is C*-simple.

2. G admits no non-trivial amenable uniformly recurrent subgroups.

3. G admits no amenable recurrent subgroups.
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Proof of Theorem 5.7, (1) ⇐⇒ (2). To show (2) =⇒ (1), assume G is NOT C*-
simple, and let X := {Gx | x ∈ ∂FG}. Clearly, X is nonempty. As the action
G y ∂FG is not free by Theorem 4.21, then Gx % {e} for some x ∈ ∂FG, showing
X is nontrivial. Proposition 4.27 gives us that X is amenable as well. Finally, we
wish to show X is a uniformly recurrent subgroup. Consider the following map:

ϕ : ∂FG→Sa (G)
x 7→Gx

This map is clearly G-equivariant, as

h ∈ Ggx ⇐⇒ hgx = gx ⇐⇒ g−1hgx = x ⇐⇒ g−1hg ∈ Gx ⇐⇒ h ∈ gGxg−1.

Further, this map is continuous: given any fixed g0 ∈ G, consider the sub-basic
open sets Ag0 := {H ∈ Sa (G) | g0 ∈ H} and Bg0 := {H ∈ Sa (G) | g0 /∈ H} (note
that Bg0 = A{g0). We have that ϕ−1 (Ag0) = (∂FG)g0

, the set of fixed points of g0.
As ∂FG is extremally disconnected (Proposition 4.20), then Theorem 4.22 tells us
that (∂FG)g0

is a clopen set. Consequently, so is ϕ−1 (Bg0) = ϕ−1 (Ag0){. But sets
of the form Ag0 and Bg0 (g0 ∈ G) generate the topology on SA (G), proving ϕ is
continuous. As X = ϕ (∂FG), then X is a G-boundary, in particular a uniformly
recurrent subgroup.

Conversely, to show (1) =⇒ (2), assume G admits a nontrivial amenable
uniformly recurrent subgroup X. Fix H ∈ X. Viewing ∂FG as an H-space, as H
is amenable, we have that there is an H-fixed probability measure µ ∈ P (∂FG) by
Proposition 2.31. Further, as ∂FG is a G-boundary, then Gµ

w* contains a Dirac
mass. Thus, there is a net (gλ) ⊆ G with gλµ

w*−→ δx for some x ∈ ∂FG. Our aim is
to show that x is fixed by some nonidentity element of G.

Consider the net
(
gλHg

−1
λ

)
⊆ Sa (G). By compactness of Sa (G), this net admits

a convergent subnet, and so, dropping to this subnet, we may assume
(
gλHg

−1
λ

)
converges to some K ∈ Sa (G). Note that X is closed, so K ∈ X, and minimality of
X guarantees that K 6= {e} (otherwise, if K = {e}, then the conjugates of K would
all be {e}, and so

{
gKg−1}

g∈G could never be dense in X, which is nontrivial).
Pick a nonidentity element g ∈ K. Chopping off the start of the net

(
gλHg

−1
λ

)
as

appropriate, we may assume g ∈ gλHg
−1
λ for all λ. Hence, given any λ, we have

g = gλhλg
−1
λ for some hλ ∈ H, showing ggλµ = gλhλµ = gλµ. Taking the limit,

we get gδx = δx, i.e. δgx = δx, which is only possible if gx = x. As g was a
nonidentity element, then the action Gy ∂FG is not free, so G is not C*-simple by
Theorem 4.21.

Now, (2) is easy to rephrase into (3). To show (2) =⇒ (3), assume that
there exists some amenable recurrent subgroup H ≤ G. Then {e} /∈ Conj (H) by
Proposition 5.6. Further, there is always some minimal subsystem X ⊆ Conj (H)
(see Lemma 4.5) - this is a nontrivial amenable uniformly recurrent subgroup.
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Conversely, to show (3) =⇒ (2), assume there is some nontrivial amenable
uniformly recurrent subgroup X ⊆ Sa (G). Pick any H ∈ X. Then Conj (H) ⊆ X
(in fact, we have equality by minimality), and {e} /∈ X, so {e} /∈ Conj (H). Thus,
H is an amenable recurrent subgroup. �

Corollary 5.8. Assume G is C*-simple. Then it has trivial amenable radical.

Proof. This follows from the fact that any normal subgroup N 6= {e} is clearly
recurrent. �

Corollary 5.9. Assume G is C*-simple. Then it is icc. That is, the conjugacy
class of every nonidentity element is infinite.

Proof. Assume otherwise, so that there is some nonidentity x ∈ G with finite con-
jugacy class. Then the conjugates of 〈x〉 are given by

〈
gxg−1〉 for g ∈ G (finitely

many). In particular, 〈x〉 is an amenable recurrent subgroup, contradicting G being
C*-simple. �

We now discuss a strengthening of this theorem that was remarked, but not
elaborated much on, in [Ken15]. First, we introduce another definition:

Definition 5.10. A subgroup H ≤ G is called normalish if for every t1, . . . , tn ∈ G,
we have that ⋂ni=1 tiHt

−1
i is infinite.

The name is misleading, as finite normal subgroups are never normalish, but
infinite normal subgroups always are. Such subgroups were used to give a sufficient,
but not necessary, condition for C*-simplicity in [BKKO17, Theorem 6.2], namely
the following:

Theorem 5.11. If G has no finite normal subgroups other than {e} and no amenable
normalish subgroups, then G is C*-simple.

As it turns out, we may combine these two characterizations to reduce the num-
ber of subgroups we need to check.

Theorem 5.12. G is C*-simple if and only if it has no finite normal subgroups
other than {e}, and no amenable recurrent normalish subgroups.

Proof. Clearly, the forwards direction is given by Theorem 5.7 (note that finite
normal subgroups other than {e} are automatically amenable and recurrent).

Conversely, assume G is NOT C*-simple. If G admits a finite normal subgroup
other than {e}, we are done. Assume no such subgroup exists. The proof of Theo-
rem 5.7 actually gives us that {Gx | x ∈ ∂FG} is a nontrivial, amenable, uniformly
recurrent subgroup of G. In other words, every Gx (x ∈ ∂FG) is an amenable
recurrent subgroup.

Fix any x ∈ ∂FG. We claim that for any t1, . . . , tn ∈ G, the intersection⋂n
i=1 tiGxt

−1
i is not {e}. Pick any s 6= e such that the set of fixed points (∂FG)s
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is nonempty (and open by Theorem 4.22). Consider the action of G on (∂FG)n -
repeatedly applying proximality and dropping to a subnet as appropriate, we have
that G (t1x, . . . , tnx) contains some element (y, . . . , y) of the diagonal. Hence, ap-
plying minimality, there is some simultaneous r ∈ G such that rtix ∈ Xs for all
i. Using the fact that tiGxt−1

i = Gtix, it is easy to see that r−1sr ∈
⋂n
i=1 tiGxt

−1
i

(and r−1sr 6= e, as s 6= e). Consequently, if this intersection is ever finite for some
t1, . . . , tn ∈ G, then

⋂
t∈G tGxt

−1 can be made an intersection of finitely many terms.
Thus, the intersection ⋂t∈G tGxt−1 is not {e}, is finite, and is a normal subgroup,
contradicting our earlier assumption that no such subgroups exist. This shows Gx
is normalish. �

6 Application to the unique trace property
It was an open question whether the reduced group C*-algebra of a discrete group
is simple if and only if it has a unique tracial state, namely the canonical tracial
state given by τλ (a) = 〈 aδe | δe 〉. This is known to be true for the group von
Neumann algebra. Here, we show one direction of this claim is true, and mention
counterexamples obtained by Le Boudec for the other direction.

Conjecture 6.1 (false). The following are equivalent:

1. G is C*-simple.

2. G has the unique trace property.

3. The amenable radical of G is trivial.

We’ve already shown that (1) =⇒ (3) (Corollary 5.8). Now we wish to show
the equivalence of (2) and (3).

Proposition 6.2. The kernel of the action Gy ∂FG is equal to Ra (G).

Proof. For convenience, denote the kernel by K. It is clear that K is normal. It is
also amenable using the fact that K = ⋂

x∈∂FGGx, and that each point-stabilizer
Gx is amenable (Proposition 4.27). Thus, K ⊆ Ra (G).

Conversely, we know by amenability of Ra (G) that Ra (G) admits a fixed mea-
sure µ ∈ P (∂FG) (Proposition 2.31). Further, given any g ∈ G and r ∈ Ra (G), we
have

rgµ = g
(
g−1rg

)
µ = gµ,

so Ra (G) fixes Gµ, and hence Gµw*. But ∂FG is a G-boundary, and so it contains
all of the Dirac masses δx. Using the fact that gδx = δgx for any g ∈ G, we have
that Ra (G) fixes every x ∈ ∂FG, and so Ra (G) ⊆ K. �

Proposition 6.3. Assume τ is a tracial state on C∗r (G). Then given any s ∈ G
with s /∈ Ra (G), we have τ (λs) = 0.
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Proof. We endow C with the trivial action of G, and C∗r (G) with conjugation by the
unitaries λg. Under these actions, every tracial state τ on C∗r (G) is G-equivariant,
as

τ (g · a) = τ
(
λgaλ

∗
g

)
= τ

(
λ∗gλga

)
= τ (a) = g · τ (a) .

Further, under the scalar embedding C ↪→ C (∂FG), we may view τ : C∗r (G) →
C (∂FG). By Proposition 4.35, this map extends to a G-equivariant unital positive
(hence, completely positive) map ψ : C (∂FG)or G→ C (∂FG). Again, just like in
the proof of Theorem 4.21, (2) =⇒ (1), it can be shown that ψ (λs) f = (s · f)ψ (λs)
for any s ∈ G and f ∈ C (∂FG). If s /∈ Ra (G), then by Proposition 6.2, it does not
act trivially on ∂FG. Hence, there is some x ∈ ∂FG such that x 6= s−1x, and so
by Urysohn’s lemma, there is some f ∈ C (∂FG) with f (x) = 1 and f

(
s−1x

)
= 0.

Thus, ψ (λs) (x) = 0. But ψ (λs) = τ (λs) is a constant function, so ψ (λs) = 0. �

Lemma 6.4. Assume H is a subgroup of G. Then C∗r (H) embeds canonically into
C∗r (G), and there is a canonical conditional expectation EH : C∗r (G) → C∗r (H)
where EH (λg) = 0 for g /∈ H.

Proof. Let H\G denote the right-coset space. Define the canonical embedding ιH :
C[H] ⊆ C∗r (H) → C∗r (G) by mapping ∑g∈H αgλg to itself. Now viewing every
`2 (Hr) (Hr ∈ H\G) as a subset of `2 (G) by making the rest of the coordinates
zero (not to be confused with the embedding given in Lemma 4.25), any f ∈ `2 (G)
decomposes as f = ∑

Hr∈H\G fHr, where fHr ∈ `2 (Hr). Consequently, given any
a ∈ C[H], we have

‖ιH (a) f‖2 =
∑

Hr∈H\G
‖ιH (a) fHr‖2 ≤ ‖a‖2C∗r (H)

∑
Hr∈H\G

‖fHr‖2 = ‖a‖2C∗r (H) ‖f‖
2 .

This shows that ιH is contractive. In fact, ιH is isometric, which follows from the
fact that, for all f ∈ `2 (H) ⊆ `2 (G), we have ‖ιH (a) f‖ = ‖af‖. Thus, ιH extends
to an isometry on C∗r (H), which we will also denote ιH . It is clear that ιH is also
a *-homomorphism.

Now, we may define a *-homomorphism EH : C[G] ⊆ C∗r (G) → C∗r (H), deter-
mined by

EH (λg) =
{
λg if g ∈ H
0 if g /∈ H

.

Let f ∈ `2 (H) ⊆ `2 (G), and a = ∑
g∈G αgλg ∈ C[G]. We have

‖af‖ =

∥∥∥∥∥∥
∑
g∈H

αgλgf +
∑
g∈H{

αgλgf

∥∥∥∥∥∥ ≥
∥∥∥∥∥∥
∑
g∈H

αgλgf

∥∥∥∥∥∥ = ‖EH (a) f‖ .

Consequently,

‖EH (a)‖ = sup
f∈`2(H)
‖f‖=1

‖EH (a) f‖ ≤ sup
f∈`2(H)
‖f‖=1

‖af‖ ≤ sup
f∈`2(G)
‖f‖=1

‖af‖ = ‖a‖ ,
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which shows EH extends to a contractive linear map on C∗r (G), which we will also
denote EH . The fact that it is a projection is clear. Applying Tomiyama’s theorem
(Theorem 2.21), EH is a conditional expectation onto C∗r (G). �

Proof of Conjecture 6.1, (2) ⇐⇒ (3). To show (3) =⇒ (2), assume G has trivial
amenable radical. Then given any tracial state τ , we have that τ and τλ both vanish
on λs for s 6= e using Proposition 6.3. Further, they both evaluate to 1 on λe, the
identity of C∗r (G). As span {λg | g ∈ G} is dense in C∗r (G), then τ = τλ.

Conversely, to show (2) =⇒ (3), assume Ra (G) 6= {e}, and denote N := Ra (G)
for convenience. Recall that amenability is equivalent to having the trivial represen-
tation 1G weakly contained in the left-regular representation λ (Proposition 2.27).
Consequently, by Theorem 2.4, we obtain a *-homomorphism τN : C∗r (N) → C
that maps every group element λn (n ∈ N) to 1. It is clear that this is in fact a
tracial state on C∗r (N). Letting τ = τN ◦ EN , where EN : C∗r (G) → C∗r (N) is the
canonical conditional expectation, we obtain a new state. It is again tracial, which
can be seen from the fact that, for any g, h ∈ G, we have

τ (λgλh) = τ (λgh) =
{

1 if gh ∈ N
0 if gh /∈ N

=
{

1 if hg ∈ N
0 if hg /∈ N

= τ (λhg) = τ (λhλg) .

(As N is normal, then gh ∈ N ⇐⇒ g−1ghg ∈ N ⇐⇒ hg ∈ N). It is also not
equal to τλ, as τ (λn) = 1 for any n ∈ N , and N % {e}. �

The only missing piece of the puzzle is (2) =⇒ (1). This would seem unintuitive
at first glance, as using Proposition 6.2, the only time G would not act freely on
its Furstenberg boundary is when there is some g 6= e in G acting as the identity
map. Counterexamples to this claim were originally given by Le Boudec in [LB17],
namely various subgroups of automorphism groups on trees.

7 Examples
Here, we use the results we have obtained to deduce whether various classes of
groups are C*-simple or not. For some examples below, we give multiple proofs for
better insight.

7.1 Amenable groups

First, we show that there is nothing deep about boundaries for amenable groups.

Proposition 7.1. Assume G is amenable. Any G-boundary X must be a singleton.

Proof. Let µ ∈ P (X) be a G-invariant measure. We know there exists a net (gλ) ⊆
G such that gλµ converges weak* to some Dirac mass. However, by G-invariance,
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gλµ = µ for all λ, and so µ itself must be a Dirac mass, say, µ = δx for some x ∈ X.
But then for any g ∈ G, we have

δgx = gδx = gµ = µ = δx,

showing gx = x. By minimality, this is only possible if X = {x}. �

Theorem 7.2. Assume G is amenable. If G is nontrivial, i.e. G 6= {e}, then G is
not C*-simple. If G = {e}, then G is C*-simple.

Dynamical approach. With the above fact, it is clear that any amenable group G
does NOT act (topologically) freely on any G-boundary, unless G is the trivial group.
Hence, G is never C*-simple by Theorem 4.21, except in the trivial case (in which
case, C∗r ({e}) ∼= C). �

Uniformly recurrent subgroup approach. Assume G 6= {e}. Then {G} is a nontriv-
ial, amenable, uniformly recurrent subgroup, showing G is not C*-simple by Theo-
rem 5.7. If G = {e}, then {{e}} (the trivial case) is the only uniformly recurrent
subgroup, showing {e} is C*-simple. �

Recurrent subgroup approach. Assume G 6= {e}. Then G itself is an amenable re-
current subgroup, again showing G is not C*-simple by Theorem 5.7. If G = {e},
then no subgroups are recurrent, so {e} is C*-simple. �

7.2 Free groups

Seeing as the canonical example of a non-amenable group is F2, the free group on
two generators, it is worth using it as an example.

Theorem 7.3. The free group F2 is C*-simple.

Dynamical approach. First, we construct a boundary for F2, the details of which
can be found [Fur73] (originally done for the free group on r generators).

Let F2 = 〈a, b〉, and let Y =
{
a, a−1, b, b−1}N (i.e. sequences in the semigroup-

generators of F2), equipped with the product topology (compact by Tychonoff’s
theorem). Now let X be the sequences in Y such that no two adjacent terms are
inverses of each other. In other words, X is the set of formal countable reduced
products of our semigroup-generators. This can also be identified with the infinite
paths in the Cayley graph of F2 which start at the identity. It is easy to see that X
is a closed subset of Y , hence compact. There is a canonical action of F2 on X as
follows: for any generator γ, let

γ (w1, w2, . . .) =
{

(γ,w1, w2, . . . ) if w1 6= γ−1

(w2, w3, w4, . . . ) if w1 = γ−1 .
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In other words, for general g ∈ F2, the action on any sequence is the following:
write g as a product of semigroup-generators, concatenate the result to the start
of our sequence, and reduce. It is not hard to see that the action of any g ∈ F2 is
continuous. We can also check that X is a boundary for F2.

To show X is minimal, let x ∈ X be arbitrary. For convenience, let A :=
(a, a, a, . . .) and A−1 :=

(
a−1, a−1, a−1, . . .

)
, and define B and B−1 similarly. Note

that limn→∞ a
nx always exists, and is equal to either A or A−1 (with the latter

happening only when x = A−1). Regardless of what this limit is (call it z), we have
that limn→∞ b

nz = B, and so B ∈ Gx. Continuing with a similar argument, we
see that all of A, A−1, B, and B−1 lie in Gx. Now let y = (w1, w2, w3, . . .) ∈ X
be arbitrary. Letting y(k) = w1 . . . wk (wk, wk, wk, . . .), we see that y(k) ∈ Gx, as
Gx is G-invariant. Further, the first k coordinates of y(k) match up with the first
k coordinates of y, and so y = limk→∞ y

(k) ∈ Gx. In other words, we always have
Gx = X, and so X is minimal.

To show X is strongly proximal, again note that for any x ∈ X, the sequence
(anx) either converges to A or A−1. Consequently, given any f ∈ C (X), we have
that (a−n · f) converges pointwise to f (A) 1{A−1}{ + f

(
A−1) 1{A−1}. Let µ ∈ P (X)

be arbitrary. Applying the Lebesgue dominated convergence theorem (all functions
here are bounded by ‖f‖∞ · 1), we get∫

X
f d (an · µ) =

∫
X
a−n · f dµ→ f (A)

(
1− µ

({
A−1

}))
+ f

(
A−1

)
µ
({
A−1

})
.

Hence, an ·µ w*−→
(
1− µ

({
A−1})) δA+µ

({
A−1}) δA−1 , so this latter measure (call it

ν) lies in Gµw*. Using this, and the fact that Bnν
w*−→ δB, we see that Gµw* always

contains a Dirac mass, and so we are done.
We claim that the action of F2 on this boundary is topologically free. Indeed, let

g = v1 . . . vn be a nontrivial element of F2, where each vi is a semigroup-generator of
F2, and no two adjacent terms are inverses of each other. Assume x = (w1, w2, . . .)
is a fixed point of g. Note that we have

gx = (v1, . . . , vk, wn−k+1, wn−k+2, . . .)

for some 0 ≤ k ≤ n. We conclude that
vn = w−1

1
. . .

vk+1 = w−1
n−k


v1 = w1

. . .

vk = wk


wk+1 = wn−k+1

wk+2 = wn−k+2

. . .

.

We consider cases:

• Assume k < n− k. Then

x = (w1, . . . , wk, wk+1, . . . , wn−k, wk+1, . . . , wn−k, . . .)

=
(
v1, . . . , vk, v

−1
n−k, . . . , v

−1
k+1, v

−1
n−k, . . . , v

−1
k+1, . . .

)
.
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• Assume k = n − k. Then vk+1 = w−1
n−k = w−1

k = v−1
k , which contradicts

minimality of the expression v1 . . . vn.

• Assume k > n− k. Then

x = (w1, . . . , wn−k, wn−k+1, . . . , wk, wn−k+1, . . . , wk, . . .)
= (v1, . . . , vk, vn−k+1, . . . , vk, vn−k+1, . . . , vk, . . .) .

In particular, the value of x is entirely dependent on the value of k, and so g admits
only finitely many fixed points. However, as X is a nontrivial boundary, it has no
isolated points (Proposition 4.3). Indeed, this is also easy to check manually - if
x = (w1, w2, . . .) ∈ X, then the sequence

(
x(k)

)∞
k=1
⊆ X, where x(k) is the same as

x except for having a different k-th term, converges to x. Consequently, the set of
fixed points of g must have empty interior, and so F2 acts topologically freely on
this boundary. By Theorem 4.21, F2 is C*-simple. Note that this same argument
works for Fr for any r ≥ 2, even if r is an infinite cardinal. �

Recurrent subgroup approach. Recall that the Nielsen-Schreier theorem says that
every subgroup of a free group is free. Hence, the only amenable subgroups of F2 are
{e} and 〈x〉, for x 6= e. As {e} is never recurrent, it suffices to show that 〈x〉 is never
recurrent for x 6= e. Assume such a subgroup is recurrent, and let F ⊆ G \ {e} be a
finite set that always intersects any conjugate of 〈x〉. Let F2 = 〈a, b〉, and without
loss of generality, assume x contains some b or b−1 term in its reduced word. Then
letting g be a sufficiently large power of a, the reduced word length of gxg−1 can be
made arbitrarily large. Hence, the minimum reduced word length in

〈
gxg−1〉 \ {e}

can be made arbitrarily large (the reduced word length of gxng−1 =
(
gxg−1)n,

n 6= 0, is always at least that of gxg−1). But there is a maximum reduced word
length in F , which is a contradiction. Thus, no amenable recurrent subgroups exist
in F2, and so it is C*-simple by Theorem 5.7. Again, this argument is easily adapted
to work for any Fr, where r is any (potentially infinite) cardinal with r ≥ 2. �

There is also another argument, but it is very similar to the above argument
based on recurrent subgroups. In summary, one could show that any nontrivial
cyclic subgroup of F2 is never normal, and then use the fact that F2 falls into the
class of groups discussed in Section 7.3. Note that this argument only extends to
countable free groups, i.e. Fr for r ∈ N, r ≥ 2, and Fℵ0 .

7.3 Groups with countably many amenable subgroups

First, we require the following lemma on amenable subgroups with few conjugates.
As this lemma is not the main focus of this example, many of the technicalities in
this proof will themselves be given without proof.
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Lemma 7.4. Assume the subgroup H ≤ G is amenable and only has finitely many
distinct conjugates gHg−1 (g ∈ G). Then the normal subgroup generated by H is
also amenable.

Proof. First, we show this is true in the case of H having finite order. In this case, H
is contained in the FC-center of G (the set of all elements of G with finite conjugacy
class). As the FC-center of G is an amenable normal subgroup, then H is amenable.

Now assume |H| is arbitrary. We know by the orbit-stabilizer theorem that
NG (H), the normalizer of H in G, is of finite index. Hence, NG (H) contains a
finite-index subgroup N0 that is normal in G. For g ∈ G, let Ng := N0 ∩ gHg−1. As
this is a subgroup of gHg−1 ∼= H, we have that Ng is always amenable. Further, Ng

is normal in N0, as N0 is normal in G, and given any g ∈ G and n ∈ N0, we have:

ngHg−1n−1 = g
(
g−1ng

)
H
(
g−1ng

)−1
g−1 = gHg−1.

Now consider N := 〈Ng〉g∈G. As a subgroup generated by finitely many amenable
normal subgroups is amenable, then N is an amenable subgroup of N0 (as H only
has finitely many conjugates, then the set {Ng | g ∈ G} only has finitely many
elements). It is also easy to see that N is normal in G, as the set {Ng | g ∈ G} is
closed under conjugation.

Let 〈H〉normal denote the normal subgroup generated by H. As N is amenable,
then to show 〈H〉normal is amenable, it suffices to show that

〈H〉normal /N = 〈HN/N〉normal ≤ G/N

is amenable. But HN/N is finite, as

[HN : N ] = [H : N ∩H] ≤ [H : Ne] = [H : N0 ∩H] = [HN0 : N0] ≤ [G : N0] <∞.

Applying the fact that this lemma holds for finite subgroups, we are done. �

Theorem 7.5. Assume G has only countably many amenable subgroups. Then G
is C*-simple if and only if it has trivial amenable radical.

Uniformly recurrent subgroup approach. First, we know that being C*-simple im-
plies having trivial amenable radical (Corollary 5.8).

To show the converse, assume G is not C*-simple. By Theorem 5.7, G admits
a nontrivial, amenable, uniformly recurrent subgroup Y . As Sa (G) is countable,
then so is Y . But then the Baire category theorem for compact spaces implies
that Y must admit an isolated point, call it K0 (otherwise, Y = ⋃

K∈Y {K} would
be a countable union of nowhere-dense sets). By minimality, Y must be finite
(Lemma 2.15). Lemma 7.4 then tells us that the normal subgroup generated by
the elements of Y is amenable. This is not the trivial subgroup, as Y is nontrivial.
Hence, the amenable radical of G is not trivial. �
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7.4 Tarski monster groups

Recall that, given a fixed prime number p, a Tarski monster group is an infinite group
G with the property that every nontrivial subgroup is isomorphic to Z/pZ (cyclic
of order p). Such groups were shown to exist for p > 1075 and to be non-amenable
[Ols80b], providing the first counterexample to the von Neumann conjecture - which
stated that a group is non-amenable if and only if it contains a copy of F2 as a
subgroup.

Proposition 7.6. Tarski monster groups are simple.

Proof. Assume otherwise, so that there is a non-simple Tarski monster group G. Let
N be a nontrivial normal subgroup, and consider the canonical projection π : G→
G/N . By the fourth (lattice) isomorphism theorem for groups, there is a bijective
correspondence between subgroups of G containing N , and subgroups of G/N . But
there are no nontrivial subgroups between N and G, and so G/N has no nontrivial
subgroups. Thus, G/N ∼= Z/qZ for some prime q. As |N | = p and [G : N ] = q, we
have that |G| = pq <∞, a contradiction. �

Theorem 7.7. Tarski monster groups are C*-simple.

Countably many amenable subgroups approach. First, note that any Tarski monster
group must be countable. Otherwise, the subgroup generated by two elements not
lying in the same cyclic subgroup would form a nontrivial subgroup not isomorphic
to Z/pZ. Consequently, there are only countably many amenable subgroups - the
subgroups generated by any singleton (note that G itself is non-amenable). Further,
as Tarski monster groups are simple and non-amenable, then the amenable radical is
trivial. Thus, Tarski monster groups fall into the class of groups given in Section 7.3,
and so they are C*-simple. �

Alternatively, there is a very clean, manual proof of this fact in terms of only
recurrent subgroups.

Recurrent subgroup approach. Clearly, {e} is never recurrent, andG is not amenable,
so it suffices to consider nontrivial subgroups H ≤ G. It is an easy exercise in group
theory to show that, given any group, two cyclic subgroups of order p are always
either equal, or have trivial intersection. Hence, to show H is never recurrent, it
suffices to show it always has infinitely many conjugates. Assume otherwise, so
that it has only finitely many conjugates. The orbit-stabilizer theorem tells us that
the stabilizer of H, i.e. NG (H), is infinite, and hence must be all of G. Thus,
H is a nontrivial normal subgroup, which contradicts G being simple. Hence, G
has no amenable recurrent subgroups, so applying Theorem 5.7, we get that G is
C*-simple. �

Of course, Tarski monster groups also satisfy the stronger version of the above
intrinsic characterization:
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Stronger intrinsic approach. As G is simple, and the only amenable subgroups are
finite cyclic, then by Theorem 5.12, we are done. �

7.5 Torsion-free Tarski monster groups

Similar to Section 7.4, we consider the following variant: infinite simple groups for
which every nontrivial subgroup is isomorphic to Z. It is easy to see that such
groups are necessarily torsion-free. This is what we will refer to as torsion-free
Tarski monster groups, and denote by G for this example. Such groups were shown
to exist - see [Ols80a] or [Ols91, Theorem 28.3] - and to be non-amenable. The
proof of C*-simplicity given in [BKKO17] is to show that such groups fall into the
category given in Section 7.3. Note that the requirement that torsion-free Tarski
monster groups be simple is not mentioned in [BKKO17], but this requirement is
necessary (indeed, without it, Z falls into this class of groups).

Proposition 7.8. Torsion-free Tarski monster groups are countable.

Proof. Our aim is to show that G is generated by two elements. First, note that G
cannot be abelian, as it is both infinite and simple. We will show that G is Noethe-
rian, i.e. any ascending chain of subgroups H1 ≤ H2 ≤ . . . eventually stabilizes.
Assume otherwise, and let 〈x1〉 � 〈x2〉 � . . . be an infinite, strictly ascending chain
of subgroups (clearly, G itself can never be part of such a chain). Then ⋃∞n=1 〈xn〉
is an infinite abelian subgroup, but it is not cyclic. This is a contradiction, as
this subgroup must be G, but G is non-abelian. Consequently, there is a maximal
cyclic subgroup 〈x〉 ≤ G. Choosing y /∈ 〈x〉, we see that 〈x, y〉 % 〈x〉 is a noncyclic
subgroup of G, so 〈x, y〉 = G. �

Theorem 7.9. Torsion-free Tarski monster groups are C*-simple.

Countably many amenable subgroups approach. As G is countable, then there are
only countably many cyclic subgroups, i.e. the subgroups 〈g〉 given for every g ∈ G
(the amenable subgroups). As G is simple and non-amenable, then it has trivial
amenable radical, and so G falls into the class of groups given in Section 7.3. �

7.6 Free Burnside groups

The free Burnside groups were originally constructed to answer the Burnside prob-
lem: if G is finitely generated with the property that there is some fixed n ∈ N such
that gn = e for all g ∈ G, must G be finite? The free Burnside group B (m,n) is the
“largest” group with m generators and exponent n satisfying the above property.
More specifically, it can be defined as follows: let Fm be the free group on m genera-
tors, and let N be the (normal) subgroup of Fm generated by {xn | x ∈ Fm}. Note
that this generating set is invariant under conjugation, so the subgroup it generates
is automatically normal. Then B (m,n) = Fm/N . As it turns out, this group can
be finite or infinite, depending on m and n. Again, [BKKO17] shows B (m,n) is
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C*-simple for m ≥ 2 and n odd and sufficiently large by showing it falls into the
class of groups in Section 7.3, but the proof uses B (m,n) being countable.

We will do slightly better. Note that B (I, n) can be analogously defined for
any arbitrary set I, allowing the set of generators to have an arbitrary cardinality.
For notation, we will always let FI be generated by {xi}i∈I , and denote AI :=
{xn | x ∈ FI}, NI := 〈AI〉 (automatically normal), and B (I, n) := FI/NI . We will
also let {xi}i∈I denote the set of generators for B (I, n). Our aim is to show the
same result on C*-simplicity holds if we remove the restriction that m be a natural
number. It is worth mentioning that the C*-simplicity of these free Burnside groups,
including the infinite-rank ones, was originally proven by Olshanskii and Osin in
[OO14].

Remark 7.10. The free Burnside group B (I, n) is universal among groups G with
generators indexed by I, and satisfying xn = e for all x ∈ G, i.e. such groups G
are a homomorphic image of B (I, n). In fact, if {yi}i∈I is a set of generators for G,
then

ϕ : B (I, n)→G

xi 7→ yi

defines a surjective group homomorphism.

The following proposition is intuitive, but its validity may not be immediately
obvious at first.

Proposition 7.11. Let J ⊆ I. Then B (J, n) embeds canonically into B (I, n) by
mapping the generators of B (J, n) to their corresponding generators in B (I, n).

Proof. Consider the subgroup HJ ≤ B (I, n) generated by {xj | j ∈ J}. By the
universal property of the free Burnside groups, there is a surjective group homo-
morphism ϕ1 : B (J, n) → HJ sending xj to xj . Also by the universal property,
there is a surjective group homomorphism ϕ2 : B (I, n) → B (J, n), mapping xj to
xj for j ∈ J , and xi to e for i ∈ I \J . Now, the following composition of maps must
overall yield the identity map:

B (J, n) ϕ1−→ HJ ≤ B (I, n) ϕ2−→ B (J, n) .

This forces ϕ1 to be injective. �

This proposition lets us extend facts we know about B (m,n) for finite m to
arbitrary B (I, n). The following facts were mentioned/used in [BKKO17]. Assume
m ≥ 2 and n is odd and sufficiently large.

1. The group B (m,n) is non-amenable.
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2. Any non-cyclic subgroup of H ≤ B (m,n) contains a copy of B (2, n), which
is non-amenable, and so H is non-amenable.

3. Any cyclic subgroup 〈x〉 ≤ B (m,n), where x 6= e, is not normal. This was not
explicitly mentioned, but it was needed in order to claim that the amenable
radical of B (m,n) is trivial.

Theorem 7.12. Assume I is any (potentially infinite) set with |I| ≥ 2, and n is
odd and sufficiently large. The free Burnside group B (I, n) is C*-simple.

Stronger intrinsic approach. We wish to extend the above results to B (I, n), boot-
strapping off of the finitely-generated case.

Let H ≤ B (I, n) be a non-cyclic subgroup. Pick any x ∈ H of maximum order
(this exists, as the order of any element is bounded by n). As H is not cyclic, then
〈x〉 $ H. Now choose any y ∈ H \ 〈x〉. If 〈x, y〉 were cyclic, say, 〈x, y〉 = 〈z〉, then
〈x〉 $ 〈z〉, and so |z| > |x|, contradicting maximality of |x|. Thus, 〈x, y〉 is not cyclic.
Writing x = xα1

i1
. . . xαkik and y = xβ1

j1
. . . xβljl as some product of generators, and letting

F = {i1, . . . , ik, j1, . . . , jl} (finite, and not hard to see |F | ≥ 2 by construction of x
and y), we see that 〈x, y〉 ≤ B (F, n). Hence, 〈x, y〉, and thus H, contains a copy of
the non-amenable group B (2, n). This shows H is non-amenable.

Now let x ∈ B (I, n) be a nonidentity element, and consider the cyclic subgroup
〈x〉 ≤ B (I, n). As x can be written as some product of generators xα1

i1
. . . xαkik , then

letting F = {i1, . . . , ik} (finite), we have x ∈ B (F, n) ⊆ B (I, n). If F is a singleton,
we can always enlarge it so that |F | ≥ 2. Consequently, as 〈x〉 is not normal in
B (F, n), then it is certainly not normal in B (I, n).

As the only amenable subgroups of B (I, n) are finite cyclic, and the only such
subgroup that is normal is {e}, then by Theorem 5.12, we are done. �
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