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Abstract. We introduce a subclass of recursive subhomogeneous algebras, in which each
of the pullback maps is diagonal in a suitable sense. We define the notion of a diagonal
map between two such algebras and show that every simple inductive limit of these algebras
with diagonal bonding maps has stable rank one. As an application, we prove that, for any
infinite compact metric space 7" and minimal homeomorphism h : T' — T, the associated
dynamical crossed product C*(Z, T, h) has stable rank one. This affirms a conjecture of
Archey, Niu, and Phillips. We also show that the Toms—Winter Conjecture holds for such
crossed products.

1. INTRODUCTION

With the aim of formulating a notion of dimension for a C*-algebra, in [20],
Rieffel introduced the concept of stable rank. The stable rank of a unital C*-
algebra A is the least natural number n for which the set of all n-tuples of A
that generate A as a left ideal is dense in A™; if no such integer exists, the
stable rank is said to be co. Of particular note is the instance when the stable
rank is one. In [20, Prop. 3.1], it is shown that a unital C*-algebra has stable
rank one if and only if the set of invertible elements is dense within the algebra.
An important problem in the field has been to determine when a C*-algebra
has stable rank one.

In [21], Rgrdam supplied one of the first major results concerning stable
rank. He showed that the tensor product of a simple unital stably finite C*-
algebra and a UHF algebra has stable rank one. This was followed by a result
of Dadarlat, Nagy, Némethi, and Pasnicu, who proved in [5] that a simple
unital inductive limit of full matrix algebras (those of the form C(X, M, (C))
for a compact Hausdorff space X) always has stable rank one assuming there is
a uniform upper bound on the dimensions of the base spaces in the finite stage
algebras. Later, in [22], Rgrdam also showed that every simple unital finite C*-
algebra that absorbs the Jiang—Su algebra, Z, tensorially has stable rank one.
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Villadsen proved in [24] that the converse to the result in [5] does not hold
by constructing a unital simple limit of full matrix algebras, whose base space
dimensions were not uniformly bounded above, yet which nonetheless still had
stable rank one. He went on, in [25], to construct a class of simple unital
AH algebras—inductive limits of homogeneous C*-algebras (those whose irre-
ducible representations all have the same dimension)—of arbitrary stable rank,
thereby affirming the subtleties present in the problem of stable rank.

Given compact metric spaces X and Z, together with continuous func-
tions Ay, ..., A : Z — X, there is a naturally induced *-homomorphism from
C(X, M,(C)) to C(Z, M,1(C)) given by

£ diag(f o A, .., fo ).

These induced maps between full matrix algebras are referred to as diagonal.
They have been used to construct a rich class of examples in the field, including
those of Goodearl in [11] and Villadsen in [24].

Just over a decade ago, another stable rank one result was obtained by
Elliott, Ho, and Toms in [8]. Their paper, which stemmed from Ho’s work
in [12], showed that the condition of bounded dimension in [5] could be replaced
with the assumption that all of the bonding maps in the inductive limit are
diagonal.

In this present paper, we extend the AH stable rank one result of Elliott,
Ho, and Toms in [8] to a suitable class of approximately subhomogeneous
(ASH) algebras—inductive limits of subhomogeneous C*-algebras (those whose
irreducible representations all have dimension at most some fixed integer).

The building-block algebras in the AH setting are full matrix algebras, whose
primitive quotients are intrinsically matrix unit compatible. This internal com-
patibility is crucial to obtaining the stable rank one result in [8]. To achieve
this for the subhomogeneous building blocks in the ASH setting, it is necessary,
therefore, to consider only subhomogeneous algebras whose primitive quotients
fit together in a compatible (i.e., matrix unit compatible) way. We restrict our
attention to a subclass of recursive subhomogeneous algebras.

Recursive subhomogeneous algebras are a particularly tractable class of uni-
tal subhomogeneous algebras introduced by Phillips in [17], which are iterative
pullbacks of full matrix algebras. In order to ensure the aforementioned com-
patibility, it is necessary that all the pullback maps be diagonal in a suitable
sense, and we call such algebras diagonal subhomogeneous (DSH) algebras.
We are then able to define the notion of a diagonal map between two DSH
algebras, which sends each point in the spectrum of the range algebra to an
ordered list of eigenvalues in the domain algebra. It turns out that this set-up
is enough to extend the results in [8]; more specifically, every simple inductive
limit of DSH algebra with diagonal bonding maps has stable rank one (see
Theorem 3.30).

DSH algebras arise naturally in the study of dynamical crossed products.
The orbit-breaking subalgebras of crossed products introduced by Q. Lin in [13]
(see also [14, 15]) following the work of Putnam in [19] are examples of DSH

Miinster Journal of Mathematics VoL. 15 (2022), 167-220



THE STABLE RANK OF DIAGONAL ASH ALGEBRAS 169

algebras. Using our stable rank one theorem for inductive limits and results
of Archey and Phillips developed in [3], we are able to prove a conjecture of
Archey, Niu, and Phillips stated in the same paper [3, Conj. 7.2]; namely,
that, for an infinite compact metric space T and a minimal homeomorphism
h:T — T, the dynamical crossed product C*(Z, T, h) has stable rank one (see
Corollary 3.36). Using a result of Thiel in [23], we are also able to show that, for
such crossed products, classifiability is determined solely by strict comparison,
thereby affirming the Toms—Winter Conjecture for simple dynamical crossed
products (see Corollary 3.37).

This paper is organized as follows. Section 2 is dedicated to structure and
basic properties of DSH algebras. In Section 2.1, we formally introduce the
class of DSH algebras, the notion of a diagonal map between two such alge-
bras, and we prove some basic lemmas concerning this class, which are used
throughout the remainder of the paper. The aim of Section 2.14 is to show
that quotients of DSH algebras remain DSH, and that diagonal maps between
two DSH algebras remain diagonal when passing to quotients; this allows one
to assume that the bonding maps in Theorem 3.30 are injective. Finally, in
Section 2.20, we show that every homogeneous DSH algebra is a full matrix
algebra.

Section 3 contains the main results of the paper. The proof of Theorem 3.30
is quite technical and relies on several lemmas, which are established in Sec-
tion 3.2 and Section 3.18. In Section 3.1, we outline the significance of these
lemmas and illustrate how they come together to prove Theorem 3.30 in Sec-
tion 3.29. Lastly, in Section 3.31, we discuss the significance of Theorem 3.30
in the setting of minimal dynamical crossed products, and we establish Corol-
laries 3.36 and 3.37.

Throughout the paper, we use N to denote the set of strictly positive integers
and the symbol C to denote non-strict set inclusion. Given a C*-algebra A, we
let A denote the set of equivalence classes of nonzero irreducible representations
of A equipped with the hull-kernel topology. If A is unital, we use 14 to
denote the unit of A. For n € N, we use the shorthand M,, to refer to the
matrix algebra M, (C). When speaking about a matrix D € M,,, we denote
the (4, j)-entry of D by D, ;, and we let 1,, denote the identity matrix in M,,.

2. DIAGONAL SUBHOMOGENEOUS (DSH) ALGEBRAS

In this section, we introduce the class of diagonal subhomogeneous (DSH)
algebras that we deal with in this paper and examine their basic properties and
structure. In Section 2.1, we define what a DSH algebra is and the notion of
a diagonal map between two such algebras. We discuss some basic properties
and notions concerning these algebras that are used throughout the remainder
of the section and beyond. The chief purpose of Section 2.14 is to prove that,
given any inductive limit of DSH algebras with diagonal bonding maps, one
may always assume the maps in the sequence are injective.
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In [17, Cor. 1.8], Phillips shows that every unital homogeneous C*-algebra
(regardless of its Dixmier-Douady class) has a recursive subhomogeneous de-
composition. This follows by using the pullback maps to appropriately adjoin
various pieces of the spectrum over which the algebra is locally trivial. In the
DSH setting, where the pullback maps preserve the matrix units of the prim-
itive quotients in a very strong sense, such a bonding is possible only if the
homogeneous algebra is in fact a full matrix algebra, as we show in Section 2.20.

2.1. Introductory definitions and basic properties. Let us start off by
recalling the definition of a recursive subhomogeneous algebra.

Definition 2.2 ([17, Def. 1.1]). A recursive subhomogeneous algebra is a C*-

algebra given by the following recursive definition.

(i) If X is a compact metric space and n > 1, then C(X, M,,) is a recursive
subhomogeneous algebra.

(ii) If A is a recursive subhomogeneous algebra, X is a compact metric space,
Y C X is closed, ¢ : A — C(Y, M,,) is a unital *-homomorphism, and
p:C(X,M,) = C(Y, M,) is the restriction *-homomorphism, then the
pullback

A®cy,m,) CX, My) :={(a, f) € A® C(X, M) | p(a) = p(f)}
is a recursive subhomogeneous algebra.

Therefore, if A is a recursive subhomogeneous algebra, there are compact
metric spaces Xi,...,X; (the base spaces of A), closed subspaces Y; := &,
Ys C Xo,..., Y, C X, positive integers nq,...,n;, C*-algebras

AD c P O(X;, My,) for1<i<l,
Jj=1

and unital *-homomorphisms ¢; : AW C(Yig1, My,
that
(i) AW =C(Xy, My,);
(i) foralll1<i<i-—1,
A(iJrl) = {(CL, f) € A(l) @ C(XiJrla Mm+1) | ng(a) = f|Yi+1};

(iif) A = AW,
Simply put,

) for 1 <i<1—1such

A= ["'[[Ol ®cy (9] Dy, 03]"'] By G,

where C; := C(X;, My,), C .= C(Y;, My,), and the maps ¢1,...,¢;_1 are used
in the pullback. In this case, we say the length of the composition sequence is I.
As shown in [17], the decomposition of a recursive subhomogeneous is highly
non-unique. We make the same tacit assumption adopted in that paper: unless
otherwise specified, every recursive subhomogeneous algebra comes equipped
with a decomposition of the form given above. In particular, we refer to the
number [ above as the length of A.
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Since, for all 1 < i <1, we have A®) @;:1 C(Xj, My;), we can view
each element f € A® as (f1,..., f;), where [i € C(Xj, M,,) for all 1 < j <i.
For 1 <4 <[ and z € X;, we have the usual evaluation map ev, : A — M,,
given by ev,(f) := fi(x) for all f € A. We let §(A4) := min{ni,...,n;} and
S(A) := max{ni,...,ni}.

The chief reasons for working with recursive subhomogeneous algebras are
that they are very convenient computationally and they also allow us to carry
forward much of the structure intrinsic to a full matrix algebra. There is,
however, no restriction on the pullback maps used to join together the full
matrix algebras in the recursive decomposition. In particular, the pullback
maps need not piece together the matrix units of the various primitive quotients
in a compatible way. Therefore, in order to harness the internal matrix unit
compatible structure of a full matrix algebra, one must ensure that the pullback
maps used in the recursive decomposition preserve the matrix units of each full
matrix algebra. An effective way to achieve this is to require the pullback maps
to be diagonal in an appropriate sense, which we now make clear.

Definition 2.3 (DSH algebras). A C*-algebra A is a diagonal subhomogeneous
(DSH) algebra (of length I) provided that it is a recursive subhomogeneous
algebra (of length ) (with a decomposition as described above), and for all
1<i<l—1landy€ Y41, thereisalist of points 1 € X;, \ Y;,,...,2: € X;, \ Y3,
such that, for all f € A®,

‘Pz(f)(y) = diag(fh (xl)v .- '7fit($t))'

We say y decomposes into x1,. . .,x¢, that each x; is a point in the decomposition
of y, and that x; begins at index 1 +mny, + -+ ny;_, down the diagonal of y.
Given 1 <j <iandy €Y}, wesay that y' is in the decomposition of y if there
exists a 1 < k < n; with the property that, for all f € A, there are matrices
P e Mgy and Q € My, _p,(r—1) such that fi(y) = diag(P, f;(y), Q).

Whenever we work with a DSH algebra of length [, we adopt, unless other-
wise specified, the same notation for the decomposition used above. Thus, if A
is a DSH algebra of length [, we can view A as the set of all f := (f1,..., fi) €
P._, C(Xi, M,,) such that, for all 1 <i <[ and y € Yiy,

fiv1(y) = diag(fi, (x1), ..., fi, (1))

As is shown in Lemma 2.7 below, the decomposition of y is unique up to the
reindexing of identical points; that is, if y decomposes into z1,...,z; and
Z1,...,%s, then s =t and, for 1 <j <s, z; = z;.

Definition 2.4 (Diagonal maps between DSH algebras). Given two DSH al-
gebras A; and Ay of lengths [; and Iy and with base spaces Xj,..., X} and
X?,..., X}, respectively, we say that a *-homomorphism ¢ : A1 — Aj is diag-
onal provided that, for all 1 <i <[y and = € Xf, there are points x1, ..., x;
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with z; € Xilj such that, for all f € Ay,
Y(f)i(x) = diag(fi, (z1), - - -, fi, (z4)).

We say that  decomposes into x1, ..., x;.

Note that if ¥i' € X{,...,Y;! € X} and Y C X},...,Y2 C X} are the
corresponding closed subsets of the base spaces in Definition 2.4, then, owing
to the decomposition structure of A; and As, we get an equivalent definition
by replacing X? and Xilj above with X2\ Y2 and X}j \ Yé, respectively. Note,
too, that, by definition, diagonal maps are automatically unital.

For the remainder of Section 2.1, let us assume that A is a DSH algebra of

length . The following lemma provides us with a description of the spectrum
of A.

Lemma 2.5 ([17, Lem. 2.1]). The map x — [ev,] defines a continuous bijection
¢
| (xi\vi) — 4,
i=1
(where, recall, Y1 := &) whose restriction to each X; \'Y; is a homeomorphism
onto its image. In particular, every irreducible representation of A is unitarily
equivalent to evy for some x € |_|f:1(X¢ \Y2).

We often tacitly refer to a given irreducible representation ev, simply as x
since we view such an element both as an irreducible representation and as
a point in X;.

Remark 2.6. A subset D C X\ 'Y; can be viewed as a subset both of X; and
of A. We denote by D¥i the closure of D with respect to the topology on X;.
With one or two exceptions, when speaking about open and closed subsets
of X; in this paper, we mean with respect to the topology on X;; such subsets
could, in general, include points in Y;, in which case they would not even be
a subset of the spectrum. In any case, for subsets of X; \ Y;, the topology is
always made explicit.

Lemma 2.7. Suppose 2 <i <1l and y € Y;. If y decomposes into x1,...,x;
and z1,...,%s, then s =t and, for1 < j <s, x; = z;.

Proof. By Lemma 2.5, A is liminary and z; = z; if and only if ev,, =ev,,.
Hence, if 21 # z1, [7, Prop. 4.2.5] furnishes a function f € A such that evy, (f)
and ev,, (f) are the 0 and identity matrix of appropriate sizes, respectively.
This contradicts the assumption that

(1) diag(evrl (f)v <o €V, (f)) = fl(y) = diag(evzl (f)a sy OV (f))

Therefore, 1 = z;. Continuing inductively, we see that if s <t, s > ¢, or x; # 2;
for some j, then equation (1) is violated. Hence, Lemma 2.7 follows. O

By Lemma 2.5 and Definition 2.3, given y € |_|§:1 X, either ev, is an irre-
ducible representation of A or, if y is in some Yj, ev, splits up into irreducible
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representations of A. The following definition categorizes the elements in the
base spaces depending on the indices at which these irreducible representations
occur.

Definition 2.8. Given 1 < i <[ and 1 <k < n;, we define B; , to be the set
of points in X; that have an irreducible representation beginning at index k
down their diagonal. For k < 0, we set B, j := Q.

The following rudimentary observations about the B; ;’s defined above will
be very helpful in the proofs of the lemmas in Section 3.2 and Section 3.18.

Lemma 2.9.

(1) Bi,l = Xz fO’/‘ all 1 S ) S l.

(i) If 1<i<landk>1, then B, CY;. In particular, By =@ for k > 1.

(iii) If 2 <i <l andy €Y; decomposes into x1 € Xiy \ Yiy, ..., 2t € X;, \ Y,
then y € B; . if and only if k =1+ mny +---+ny,_, for some1 < j <t.
In particular, B, = @ for all n; — (s(4) — 1) < k < n;, where, recall,
5(A) :=min{n; |1 < j <I}.

Proof. Fix 1 <i <, and suppose y € X;. If y belongs to Y; and decomposes
into x1,...,x, then by Definition 2.3, x; begins at index 1 down the diagonal
of y, and so y € B;1. If y ¢Y;, then by Lemma 2.5, y is irreducible and
trivially begins at index 1 down its diagonal and, moreover, cannot have any
irreducible representation beginning at any index k > 2. This proves (i) and (ii).
To prove (iii), suppose y belongs to Y; and decomposes into 1 € X;, \ Yi,, .. -,
xy € X;, \ Yy, By Definition 2.3, y € B, if k =1+ n;, +---+n;,_, for some
1 < j <t. Since Lemma 2.7 shows that the decomposition of y is unique, it
follows that y cannot belong to any other B; j, which establishes (iii). O

The following lemma allows us to approximate any point in some Y; by
irreducible representations in X; \ Y; (with respect to the topology on X;).

Lemma 2.10. For each 2 < i <1, we may assume int(Y;) = .

Proof. Fix 1<i<1—1. Let Y/ | :== Yy \int(Yig1), X{ 1 = X1 \ int(Yiq1).
Then we have the following commutative diagram of restriction *-homomor-
phisms:

C(Xi+17 Mm+1) L> C(Y;Jrh MnHl)

g I

C(Xz{leVM ) L> C(YZJFDMHHJ'

N1
Let

B+ .— o) DOV, 1 My C(X{Ha Mp,..),
where the connecting *-homomorphism is ¢} := 70 ¢; : AD — O (Y 1, M,,.,).
Let us show that AU*Y is isomorphic to B+, Given a € A® and f e
C(Xit1, My, ,) with (a, f) € AGHD define T': ACH) — BOHD by T((a, f)) :=

M4 1

(a, A(f)). Note that ¢}(a) = 7(pi(a)) = 7(p(f)) = p'(A(f)) so that ' is well

i+1)
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defined. It is easy to see that I' is a *-homomorphism. To see that I' is
injective, suppose (a, f) € AUHY with (a, A\(f)) = I'((a, f)) = (0,0). Then
a=0,and so fl|y,,, = ¢i(a) = 0, which, together with the fact that A\(f) =0,
yields that f = 0. For surjectivity, suppose a € A®) and g € C(X{ 1, My,.,)
with (a,g) € BUt1). Then @i(a)ly;,, = gly;,, so that the function h: Xi11 —
M, defined to be ¢;(a)(x) for x € Y11 and g(x) for x € X/, | is well defined
and continuous. Moreover, ¢;(a) = hly,,,, which implies (a,h) € A+ and
L((a,h)) = (a,A(h)) = (a, g), proving surjectivity. O

The lemma following guarantees that a function in A will be invertible
provided it is an invertible matrix in every primitive quotient of A.

Lemma 2.11. Suppose f € A and that, for all1 <i <!l and z € X; \'Y;, the
matriz f;(z) is invertible in M,,. Then f is invertible in A.

Proof. Owing to the diagonal decomposition at points in Y;, we may assume
that f;(x) is an invertible matrix for all 1 < i <[ and = € X;. Define g €
@é:l C(X;, My,,) to be (g1,...,q1), where for 1 <i <!l and z € X;, ¢;(2) :=
fi(2)71. Since g is the inverse of f in @221 C(X;, M,,), to prove the lemma,
we need only to verify that g € A. Suppose 1 <i <[ —1 and that y € Y;11
decomposes into z1 € X;, \Yi,,..., 2 € X;, \'Y;,. Then

9iv1(y) = fira(y)~" = diag(fi, (1), ..., fi, )
= diag(fir (w1) ™1, fi (@) 7Y)
= diag(gi, (z1), - .., gi, (1))
so that g € A. -

—1

This next lemma illustrates a particular circumstance in which a set which
is open in one of the base spaces of A is open when viewed as a subset of the
spectrum.

Lemma 2.12. Suppose 1 <i < /{. IfU C X;\Y; is open with respect to
the topology on X; and has the property that no point in U appears in the
decomposition of any point in Y for any j > 14, then U is open with respect to

the hull-kernel topology on A.

Proof. Let x € U be arbitrary. Put g; =0 for j < ¢, and define g; € C(X;, M,,)
to be any function such that g;(z) # 0 and g;|x,\v = 0. Since ¥; C X; \ U,
gi vanishes on Y; so that ;1 ((g1,...,gi-1)) =0=gi|y;; thus, (g1,...,g:) € AD.
For j > i, set g; = 0. Since no point in U is in the decomposition of any point
in Y; for any j > i, it follows inductively that g := (g1,...,g¢) € A. This proves
that U is open in A. a

The final lemma in this subsection shows that if a point = € X; is not
in the decomposition of any point in some Y}, then there must be an open
neighborhood of z in X; consisting only of points which also do not appear in
the decomposition of any point in Y;.
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Lemma 2.13. Suppose 1 <i < j</{, and let F' C X; denote the set of points
that are in the decomposition of a point in Y;. Then F' is closed in X;.

Proof. Suppose (zn)n is a sequence of points in F' converging to =z € X;. For
each n € N, there is a y, € Y; with the property that z, is in the decompo-
sition of y,. Since Y} is compact, we may pass to a subsequence to conclude
that there is a y € Y} such that y, — y. Passing to a further subsequence,
we may assume that there is a 1 < k < n; such that, for all n € N, the rep-
resentation ev,, begins at index k down the diagonal of ev,, . Suppose y
decomposes into x1 € X;; \ Yiy, ..., 24 € X;, \'V;,. Let us show that z € F
by proving it is in the decomposition of y. Let f € A be arbitrary. For
each n € N, there are matrices P, € My and Q,, € M,,, ,,, (1) such that
fi(yn) = diag(Py, fi(2n), @n). Since lim, o f;(yn) = f;(y), there are matrices
P € M1 and Q € M,,, ,,, (x—1) such that

(2) f](y) = diag(Pa fi(x)v Q)

If z € Y;, it follows by definition that x is in the decomposition of y. If x €
X;\'Y; and z is not in the decomposition of y, then we may use [7, Prop. 4.2.5]
to find a function g € A that is nonzero at x, but vanishes at all points in the
decomposition of y, which implies that g;(y) = 0 and contradicts equation (2).
Thus, z is in the decomposition of y and, hence, = € F. O

2.14. Quotients of DSH algebras. In [17, Prop. 3.1], Phillips shows that
the class of (separable) recursive subhomogeneous algebras is closed under the
taking of quotients. The recursive decomposition of the quotient is not explic-
itly constructed from that of the original algebra, but rather is furnished using
a characterization of (separable) recursive subhomogeneous algebras (see [17,
Thm. 2.16]).

We show in this subsection that, associated to any quotient B of a DSH
algebra A, there is a DSH algebra (see Proposition 2.17) whose decomposition
is canonically obtained from the decomposition of A, and which is isomorphic
to B (see Proposition 2.18). We are then able to prove (see Proposition 2.19)
that the diagonality of maps between two DSH algebras is preserved when
passing to quotients, thus allowing us to assume that the bonding maps in
Theorem 3.30 are injective.

Let A be a DSH algebra of length I. Suppose we have a nonzero C*-algebra
B and a surjective *-homomorphism p : A — B. This yields an injective single-
valued map j : B — A given by j([x]) := [0 p]. For 1 <i <1, define X/ :=
X;Np(B)Xi and Y/ := X/ NY;. Recall that these definitions make sense by
Lemma 2.5.

Lemma 2.15. j(B) is closed in A.

Proof. Suppose [r] € p(B). Then
kerm D ﬂ kero = ﬂ ker p([7]) = ﬂ ker(7 o p).

[o]ep(B) [r]eB [r]eB
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Note that a € ()¢ ker(7 o p) if and only if p(a) € (< ker 7 if and only
if p(a) = 0. Hence, ker m D ker p. Thus, the irreducible representation 7 of B
given by 7(b) :=m(a), where a is any lift of b under p, is well defined. Therefore,

] = [r o o] = (l]) € p(B) so that p(B) C p(B). 0

Lemma 2.16. Suppose 1 <i<landyecY/. If1<j<iandxz e X;\Yj is
in the decomposition of y, then x € X; N p(B) C X].

Proof. Since y € Y/, we have y € X! = X; N p(B)*X:. Choose a sequence (2, ),
in X; N p(B) such that z, — y with respect to the topology on X;. Let us show
that (ev,, ), — ev,, with respect to the hull-kernel topology on A. Suppose U is
an open set in A containing ev,. Then there is a function f € A that is nonzero
at x, but vanishes at each point in A \ U. Since z is in the decomposition of y,
this implies that f;(y) # 0. Since 2, — y in X; and since f; is continuous, there
is an ng such that, for all n > ng, fi(2,) #0. In partlcular this means that, for
all n. > ng, ev,, € U. Therefore, ev,, — ev, in A. Now, by Lemma 2.15, j(B)
is closed and, hence, what we have shown implies that ev, € p(B). Therefore,
z € X;Np(B)C X, O

In the following lemma, we construct a DSH algebra from A over the base
spaces X/, where the pullback maps are just restrictions of the pullback maps
in the definition of A (the ¢;’s). We show afterwards (see Proposition 2.18)
that this new DSH algebra is isomorphic to the quotient B.

Proposition 2.17. There is a DSH algebra D of length | with the following

properties:

(1) DO = C(Xiv Mnl);

(i) forall1 <i<l, DY C @, C(X}, My,);

(ili) for all 1 <i <, the pullback map 7; : DO — C(Y/, 1, Mp,,,) is given by
7.()(y) := diag(fi, (x1),. .., fi,(x¢)), where x1,. ..,z are the points in the
decomposition of y coming from the definition of A;

(iv) for 1 <i <1, DUFD = DO gy C(XHl,MmH
map Ti;

(v) forall1<i¢<l,if (f1,.-..,fi) € D@ there is a (g1,---,9:i) € AW sych
that, for all 1 < j <14, gj|X¢ = fj.

) with pullback

+17Mn +1)

Proof. Let us proceed by induction on i. Define D) := C(X!, M,,,) so that (i)
holds. Since X7 is closed in X7, we may extend a function in DM to a function
in AN = C(Xy, M,,) so that (v) holds when i = 1. Now, fix 1 <i <[~ 1, and
assume that we have defined DM ..., D@ and 7,...,7;_; satisfying conditions
(i) to (v). Let us show how to define 7; and DUFY. Given (f1,..., fi) € D,
use (v) to get (gl, ..., i) € AY such that gj|XJ/_ = fj for 1 < j <. Define
T D @ — C( i+1 Mni+1) by Ti((fh s 7fl)) = (pi((gla s 791)) Y-

To see that 7; is a well-defined *-homomorphism satisfying (iii), suppose
(h1,...,h;) € AW also restricts coordinate-wise to (f1,..., f;). If y € Y/,
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decomposes into 21 € X;; \Yi,,..., 2t € X;, \ Vi,, then by Lemma 2.16, we
have z1 € X ...,z € X| . Hence,

2il(g1, -9 (v) = diag(gis (21), - s, (21)
= diag(fi, (1), .- ., fi,(z1))
= diag(hi, (1), - -, hi, (1))
=i((h1,....hi)) ().

Therefore, 7; satisfies (iii) and is independent of the choice of extension used.
Moreover, 7;((f1,..., fi)) is continuous, being the restriction of a continuous
function. Thus, 7; is well defined, and it is clearly a *-homomorphism since
©; 18.

Next, define D¢+ := D) SO,y Mny,,) C(X 1, My, ), using 7; as the
pullback map. This ensures that (ii) and (iv) hold, and so we just need to
verify (v). Suppose (d, f) € DUV, where d € DY and f € C(X[ 1, My, ).
By the inductive hypothesis, we may apply (v) to d to obtain a b € A® such
that bj[x; =d; for all 1 <j <i. Let g:=¢i(b) € C(Yiq1, My,,,). Ifye
Xipa NYip =Yy, then g(y) = ¢i(b)(y) = 7i(d)(y) = f(y). Thus, since Xj,
and Y;41 are both closed in X;;1 and since f and g agree on their intersection,
they have a common extension h € C(Xit1, My, ). Since p;(b) =g = hly,,,,
we have (b, h) € AU+D | and since hlx:,, = f, it follows that (v) holds. O

Proposition 2.18. Let D = DY be the DSH algebra constructed in Propo-
sition 2.17. There is a *-isomorphism I' : B — D given coordinate-wise by
[(b)i == as|x; for 1 <i <1, where a € A is any lift of b under p. In particular,
the quotient B is a DSH algebra.

Proof. Let us first show that I'(b) is independent of the choice of lift. Fix
1 <4 <1, and suppose g, h € A satisfy p(g) = p(h). We must show that g;|x/ =
hi|x;. Note that X\ Yi’Xi = X!. Indeed, X/ is closed with respect to the
topology on X;, and so the fact that X{\Yi’xi is a subset of X! is clear;
for the reverse inclusion, if z € X/, there is a sequence (z,), C p(B) N X; C
X!\ Y; € X/ \Y/ that converges to z in X;. Hence, by continuity, it suffices
to show that g;|x/\y; = hi|x/\y;. To this end, suppose z € X; \ Y;. Then

reX;NpB)Y = (X, \Y)NpB)Y and z¢Y;.

By Lemma 2.15 and Lemma 2.5, (X; \ ¥;) N j(B) is closed in X; \ V; in the
subspace topology coming from X;. Thus,

Therefore, there is a [x] € B such that [ o p] = p([x]) = [ev,]. But this implies
that g — h € kerev, since g — h € ker p. Hence, g;(x) = h;(z), as desired.
Moreover, I'(b); belongs to C(X/, My,), being the restriction of a continuous
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function. To see that I'(b) respects the decomposition structure of D, suppose
y € Y/ decomposes into z1 € X; \Y/,...,2; € X] \Y/. Then

L(b)i(y) = ai(y) = diag(as, (1), - .., ai, (1))
= diag(T'(b), (z1), ..., L(b);, (z1)).

Therefore, I' is well defined and it is straight-forward to check that it is a
*~homomorphism. We have left only to check that it is a bijection.

To see that T' is injective, suppose b € B and a € A is such that p(a) = b.
Assume that I'(b) = 0. Let m be an arbitrary irreducible representation of B.
To show that b = 0, it suffices to show that m(b) = 0. Note that [7 o p] =
p([x]) € p(B). Thus, for some 1 < i <1, there is an = € (X; \ Y;) N p(B) C X
such that [7 o p] = [ev,]. Since ev,(a) = a;(z) =T'(b);(x) = 0, it follows that
7w(b) = w(p(a)) = 0. Thus, T is injective.

To see that T' is surjective, suppose d € D. By property (v) in Proposi-
tion 2.17, there is a g € A such that g;|x; = d; for all 1 <i <I. Let h = p(g) € B,
and observe that, for all 1 <14 <1, we have I'(h); = gi|x/ = d;. Thus, I'(h) = d,
so I' is surjective.

We have shown that I" is a *-isomorphism, from which it follows that B is
a DSH algebra. O

Proposition 2.19. Given an inductive limit

AlgAggAgﬂ---—)A::ligAi

of DSH algebras with diagonal maps, there exist DSH algebras D1, Do, ... and
ingective diagonal maps ¥, : D; — D11 such that

DlhDgﬂD;;&—)A

Proof. For n € N, let p, : A, — A denote the map in the construction of the
inductive limit, and consider the surjective map k,, : A, = Ay /ker u,, =: By,.
The induced map v, : B,, = Bp41 given by v, (kn(a)) := Knt1(1n(a)) for all
a € A, is well defined and injective. Furthermore, we have lim(B,,, {v,},) = A.
Let X7, ... ,Xﬁn) denote the base spaces of A,,, and let Y7, ..., Yl?n) denote the
corresponding closed subsets. Let D,, denote the DSH algebra given by Propo-
sition 2.17 and isomorphic to B,, (with base spaces X" N /%n(Bn)X? =: Z" and
corresponding closed subsets Z" N Y* =: W for 1 <i <l[(n)). By Proposi-
tion 2.18, the injective map v, drops down to an injective map v/, : D, = D41
given by 1y, (d); := ¥n(a)i|zr+1 for all 1 <i <I(n+ 1), where a € A, is any
coordinate-wise extension of d. Moreover, lim(Dn, {YL ) = A.

We need to check that 1)/, is diagonal. Fix 1 <4 <[(n + 1), and suppose
z e ZM\ W c XM\ YT decomposes into z1 € X[\ Y, ... a4 €

X\ Y under the diagonal map ,. We need to show that z; € A \VVZ]I
for all 1 < j <t. Since ev, o)l is a *-representation of D,, it is unitarily
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equivalent to a finite direct sum of irreducible representations

I(n)
evay, ... ev, € | |(Z0\ WD) C A,

s=1

Fix 1 <j <t Ifz; ¢ {z1,..., 2}, then by 7, Prop. 4.2.5], there is a function
a € Ay, such that ev, (a) =0 for all 1 < s <k, but ev,,(a) # 0. Since z; is
in the decomposition of « under 1, this implies that ev,(w,(a)) is both zero
and nonzero simultaneously. Therefore, it must be that x; € {z1,..., 2} and,
thus, that z; € Z7' \ W}, as desired. O

2.20. Homogeneous DSH algebras. Suppose A is an n-homogeneous DSH
algebra. We show in this subsection that there is a compact metric space X
such that A is isomorphic to C(X, M,,).

Proposition 2.21. Let X1, X2 be compact metric spaces. Let Y be a closed
subset of Xo. Let ¢ : C(X1,M,) — C(Ya, M) be a unital *-homomorphism,
and suppose that the associated pullback C(X1, M) ©c vy m,) C (X2, My,) is
a DSH algebra. Then there exists a compact metric space Z* such that

C(X1, Myp) ®c(ve,m,) C(X2, My)
is isomorphic to C(Z*, M,,).

Proof. For a given y € Ya, we know by Lemma 2.7 that the point it decomposes
into is unique; alternatively, note that if there were two distinct points in the
decomposition of y under ¢, then these two points could not be separated by
any function in C(X1, M,,). Denote this unique point by 7(y). We claim that
7 :Ys — Xj is a closed and continuous map.

To see that 7 is continuous, suppose that (yy, ), is a sequence in Y5 converging
to a point y, and let f € C(X1, My, ) be arbitrary. As ¢(f) is continuous,

lim f(7(yn)) = lm e (f)(yn) = #(F)(y) = f(r(y),

which proves that (7(yn))n converges to 7(y) since functions in C (X1, My, )
separate points. Thus, 7 is continuous.

To see that 7 is closed, fix a closed subset F of Y3, and suppose that (),
is a sequence in 7(F') converging to a point € X;. Choose, for each n, a point
yn € F with 7(y,) = ,,. Since F' is compact, we may assume (by passing to
a subsequence) that (y,, ), converges to a point y in F. Letting f € C(X1,M,,)
be arbitrary, it follows that

f(a) = Tim f(zp) = lim f(7(yn))
=lime(f)(yn) = #(F)(y) = f(7(y))-

Since this holds for all f € C(X1, M,, ), it must be that x = 7(y) € 7(F'), which
proves that 7 is closed.
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Now, let Z := X; U X5. Then Z is a compact metric space. Given z € Z,
we define [z] as follows:

{z} if 2 € X, \ Ya,
[2] =< {z}ur71(2) if 2 € Xy,
{r()} Ut~ Y(7(2)) if z € Ya.

Let Z*:={[z] | z € Z}, and let p: Z — Z* denote the canonical surjection
p(z) := [z]. Then Z* is a collection of sets that partition Z. We equip it with
the quotient topology induced by p; that is, a set U C Z* is open in Z* if and
only if p~!(U) is open in Z. Since Z is compact, so is Z*. To establish that
Z* is in fact a metric space, it suffices to ensure that it is Hausdorff. Indeed,
letting w(Y") denote the smallest cardinality of a basis for a given topological
space Y, it follows by [10, Thm. 3.1.22] that w(Z*) < w(Z). Since a compact
Hausdorff space is metrizable if and only if it has a countable basis, showing
that Z* is Hausdorff would guarantee that it is also metrizable.

To this end, let us now verify that Z* is Hausdorff. Suppose 21, 20 € Z with
[21] # [#2]. Let us show that [2;] and [z2] can be separated by open sets in Z*.
Without loss of generality, we must be in one of the following four cases.
Case one: 21,29 € (X2 \ Y2) U (X1 \ 7(Y2)). In this case, it is easy to see (since
Y5 and 7(Y2) are closed) that we may choose open sets Uy 5 z1 and Us 5 29 in Z
that are disjoint and such that U; C X2\ Y2 if z; € X\ Yo and U; € X5 \ 7(Y3)
if z; € X1\ 7(Y2). Since p|(x,\v2)u(x:\7(¥2)) is & bijection, the sets p(U1) and

p(Us) are open in Z*, disjoint, and contain [z1] and [z2], respectively.
Case two: z1 € X1\ 7(Y2) and 29 € Yo UT(Y2). Choose disjoint sets Uy 3 z1 and
Us D 7(Y2) that are open in X;. Let Vi :=p(U1) 3 [z1] and V3 := p(U2 U X3) 2
[22], and note that Vi N Va = @. Since p~1(V1) = Uy and p~ (Vo) = Uz U X,
are both open in Z, it follows that V7 and V5 are open in Z*.
Case three: z1 € Xo\ Yo and z3 € Yo U 7(Y2). Choose disjoint sets Uy 3 21 and
Us D Y, that are open in Xs. Let V4 :=p(Uy) 3 [21] and V3 := p(X1 UU3) 3 [29],
and note that V4 NV, = @. Since p~1(V}) = Uy and p~1(V2) = X; U U, are
both open in Z, it follows that V; and V5 are open in Z*.
Case four: 21,29 € Yo UT(Y3). We may assume without loss of generality that
21,29 € 7'(Y2) Choose sets Uy 3 z1 and Us > 29, which are open in X; and
satisfy U; NUs = @. Since 7 is continuous, there are open subsets V; and V5
of Xy such that 7= 1(U;) = Vi1 NYs and 7-1(Uy) = Vo N Ya. Choose disjoint
open subsets Wy and Wy of X5 containing 771 (U;) and 77! (Uy), respectively.
Put O :=ViNW; and Os := Vo N Ws, and let & := p(O; UU7) and & =
p(O2 UUs). Note that [z1] € & and [z2] € E;. Let us show that & and &; are
disjoint and open in Z*. Suppose t; € O UU; and ty € O3 U Us. Assume first
that t; € Uy. If ta € Us U (X2 \ Ya), then [t1] # [t2] since Uy NUs = @. If instead
ta € O2 NYs, then 7(t3) € Us so that we again have [t1] # [t2]. A symmetric
analysis shows that [t1] # [t2] if t2 € Uz. Thus, we may assume ¢; € Op and
tQ S 02. If either tl or tQ is in XQ \ Yé, then [tl] 75 [tQ] since tl 7& tQ, as 01
and Oz are disjoint. If instead ¢; € O1 NYs and 2 € Oz N Y3, then 7(t1) € Uy,
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7(t2) € Us, and once again, [t1] # [t2]. It follows that & N & = &. It remains
to be shown that & and & are open in Z*. Owing to the symmetry of the
set-up, we only show that & is open in Z*, and to do this, it is sufficient
to prove that p~1(£) N X1 = U; and p~1(€1) N Xy = O1. Assume we are
given t € p~1(&1) N Xy, Thus, [t] € p(O1) Up(U1). If there is an s € Uy such
that [t] = [s], then, since both ¢ and s lie in X3, it must be that t = s. If
instead there is an s € Oy such that [t] = [s], then it follows that s € Y2 and,
hence, that 7(s) € Uy. Thus, [t] = [s] = [r(s)], from which we deduce as before
that t = 7(s) € U;. Therefore, we may conclude that p~1(&£;) N X; C Uy, and
hence, p~!(&;) N X1 = U;. Now, suppose that we are given t € p~1(&;) N Xa.
As before, [t] € p(O1) Up(U;). Suppose first that there is an s € O; such that
[t] = [s]. If either ¢ or s is in X5 \ Ya, then ¢ = s € Oy; otherwise, it must be
that s,t € Y5 and, in particular, 7(¢t) = 7(s) € U;. Therefore, t € Vi N W7 = O;.
If instead there is an s € Uy such that [t] = [s], then it must be that ¢ € Y5 and
7(t) = s € Uy, which implies (as above) that ¢t € O;. Thus, p~ (&) N Xy C Oy,
and hence, p~1(£1) N Xo = O;. Therefore, by our analysis, this implies that
&1 and &, are open in Z*. This completes the proof that Z* is Hausdorff and,
hence, a compact metric space.
Now, define A : (X1, My) ©c vy m,,) C (X2, My) — C(Z*, My) by

f(z) ifz € Xy,

A((fa g))([z]) = {g(z) if z € Xo.

To conclude the proof, let us show that A is a well-defined *-isomorphism.
To see that A is well defined, suppose 21, z2 € Z and that [z1] = [22]. Unless
z1 = z9, this implies that one of the two points is in the decomposition of the
other. Assume without loss of generality that 7(22) = 2;. Then, for all (f,g) €
C(X1, My) ®c(vy,m,) C(Xa, My), we have g(z2) = ¢(f)(22) = f(7(22)) = f(21).
This shows that A is well defined. It is clear that A is an injective *-homo-
morphism. To see surjectivity, suppose h € C(Z*, M,,), and define f := ho
plx, € C(X1,M,,) and g := hop|x, € C(Xa, M,). Given y € Ya, we have

9(y) = h(ly]) = h(r()]) = f(7(y)) = ¢(/)(y)

so that (f,g) € C(X1, Myn) ®c(vy,m,) C(X2, My). Moreover, A((f,g)) = h,
proving that A is surjective. The proof of Proposition 2.21 is now complete. [

Applying Proposition 2.21 inductively, we obtain the following corollary.

Corollary 2.22. FEvery n-homogeneous DSH algebra is isomorphic to a full
matriz algebra, i.e., isomorphic to C(X, M,,) for some compact metric space X .

3. STABLE RANK

This section focuses on simple inductive limits of DSH algebras with diag-
onal bonding maps. Section 3.29 contains the principal result, which states
that every limit algebra of this type necessarily has stable rank one (see Theo-
rem 3.30). In Section 3.31, Theorem 3.30 is applied to obtain two results about
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simple dynamical crossed products. Given an infinite compact metric space T
and a minimal homeomorphism h : T — T', we show that every orbit-breaking
subalgebra of the induced dynamical crossed product C*(Z, T, h) associated
to any non-isolated point is a simple inductive limit of DSH algebras with
diagonal maps (see Theorem 3.35). Consequently, we are able to show that
C*(Z, T, h) has stable rank one (see Corollary 3.36) and that Z-stability is
determined for such an algebra by strict comparison of positive elements (see
Corollary 3.37).

The proof of Theorem 3.30 is quite technical and requires several lemmas,
which are developed in Section 3.2 and Section 3.18. In Section 3.2, facts
concerning continuous paths of unitary matrices are established. These results
are used in Section 3.18 to construct certain unitary elements in DSH algebras
that are needed to prove Theorem 3.30. Before formulating these lemmas, in
Section 3.1, we provide a more detailed overview of how they come together to
prove Theorem 3.30, and we compare and contrast our approach to that used
by Elliott, Ho, and Toms in [8].

3.1. Outline of the proof of the main theorem. Section 3.18 consists of
all of the lemmas that are used in the proof of Theorem 3.30 in Section 3.29,
with the following dependency diagram:

Lemma 3.19
Lemma 3.20
Lemma 3.23

Lemma 3.24
Lemma 3.26

Theorem 3.30

Lemma 3.27

[Lemma 3.21 H Lemma 3.22 j\/

FIGURE 1. Dependency chart for the main lemmas used in
the proof of Theorem 3.30.

Let us now outline the importance of each of these lemmas and give a brief
overview of how they are used to prove Theorem 3.30.

Our general strategy for proving that a simple inductive limit of DSH alge-
bras with diagonal maps has stable rank one is essentially the one in [8]. We
start with a given element f in the limit algebra A, which may be assumed
to lie in some finite-stage building block A;. If f is invertible, then there is
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nothing to prove, and so we may assume that f is not invertible. The goal is
then to show that the image 1,/ ;(f) of f in a later stage algebra A/ is close
to an invertible in Aj.

If we approximate 1 ;(f), multiply this approximation by unitaries, ap-
proximate again, multiply the new approximation by unitaries, and show that
an element thus obtained is close to an invertible, then, upon unpacking the
approximations, it follows that 1,/ ;(f) is close to an invertible in A;,. Finally,
as Rgrdam observed in [21], every nilpotent element of a unital C*-algebra is
close to an invertible. Therefore, it suffices to show that an element, obtained
from 1 ;(f) as above, is nilpotent.

To execute this strategy, we proceed as follows. In Lemma 3.20, we first use
Lemma 2.11 to show that there is a point in one of the base spaces X; of A; at
which f; is a non-invertible matrix. After multiplying by unitary matrices on
the left and right, we obtain a new matrix whose first row and column contain
only zeros (or one that has a zero cross at index 1 (see Definition 3.3)). We
show that, after perturbing f slightly, we may multiply this perturbation f’
on the left and right by unitaries w,v € A; so that wf’v has a zero cross at
index 1 not just at one point, but over a whole open subset of the spectrum
of Aj .

By Proposition 2.19, we may assume that the maps in the given sequence
are injective. Hence, in Lemma 3.24, we may apply our simplicity criterion
(Lemma 3.19) with the open subset of the spectrum obtained above to con-
clude that, in some later stage algebra Aj, the diagonal image v;: ;j(w f'v) has
“many” (see the following paragraphs) zero crosses at every point in each base
space of A;/; because of simplicity and the fact that the maps in the sequence
are diagonal, this “many” may be taken (using Lemma 3.23) to be as large
as desired. We are then able to construct unitaries V, V' € A; that organize
the location of these zero crosses so that the element f” = Vb ;(f')V' has
“many” zero crosses occurring at tractable locations at each point in every
base space of Aj.

We use Lemma 3.26 to approximate f” by a function g € A;s that preserves
the zero crosses of ' at each point and, in addition, extends the block-diagonal
structure of the algebra to neighborhoods of the closed subsets of the base
spaces (the Y;’s in the definition of Aj;/). This allows us, in Lemma 3.27,
to conjugate g by a unitary W € Aj; so that, in the resulting conjugation
g = WgW*, the zero crosses of g are grouped together into block zero crosses
at every point in each of the base spaces of A;.

The unitaries V, V’, and W above are constructed in such a way that,
at every point in each base space, the bandwidth, which measures how far
a nonzero entry can occur from the diagonal in a matrix (see Definition 3.4),
of g’ at that point is bounded above by a quantity independent of j/. Thus, by
ensuring that the “many” above is at least as large as this upper bound, we
are able to construct a unitary W’ in Lemma 3.28 that shifts the block zero
cross mentioned above so that ¢’W’ is strictly lower triangular at each point.
This ensures that ¢’W’ is nilpotent and yields the desired result.
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The unitaries V, V', W, and W' above are all defined using continuous
paths of unitaries between permutation matrices (see Definitions 3.5 and 3.11).
In Lemma 3.21, we construct certain indicator-function-like elements of DSH
algebras, the final versions of which (Lemma 3.22) help to define V, V', W,
and W’ by allowing us to implement the continuous paths of unitary matrices
constructed in Section 3.2 in the DSH framework. Their job is to tell the
continuous paths used in defining these unitaries which rows and columns to
shift around, so as to ensure that they respect the decomposition structure of
the algebra and that the zero crosses are achieved in the target locations.

The proof of Theorem 3.30 shares many similarities with the original AH
proof of Elliott, Ho, and Toms found in [8]. In particular, in the case that all
of the DSH algebras in the context of Theorem 3.30 are homogeneous (hence,
by Corollary 2.22, full matrix algebras), the unitaries V, V', W, and W’ con-
structed above essentially reduce the those constructed in [8]. For a more
in-depth analysis of this, see [1, Sec. 5.1], where it is also observed that the AH
proof does not require the full matrix algebra building blocks in the inductive
limit to be separable. In our ASH setting, however, separability is necessary
since the indicator-function-like elements constructed in Lemma 3.22, which
are not required in the AH case, rely on the assumption that the base spaces
of any given DSH algebra are metrizable.

3.2. Preliminary lemmas. The purpose of this subsection is to introduce
some continuous paths of unitary matrices and prove certain facts about them.
These paths will be used in the sequel to construct the unitaries in the DSH
algebras used in the proof of the main result.

Definition 3.3 (Zero cross). Given a matrix D € M,, and 1 < k < n, we say
that D has a zero cross at index k provided that each entry in the kth row and
column of D is 0.

Definition 3.4 (Bandwidth of a matrix). Given a matrix D € M,,, we let
t(D) :=min{m > 0| D; ; = 0 whenever |i — j| > m}

if it exists, and v(D) := n otherwise, and we call this number the bandwidth
of D.

Definition 3.5 (see [8]). Given n € N and a permutation w € Sy, let Uln]
denote the permutation unitary in M,, obtained from the identity matrix by
moving the ith row to the 7(7)th row. If we are given a transposition (i j) € Sy,
let u; 5 : [0,1] = U(M,) denote a continuous path of unitaries with the fol-
lowing properties:

() i )(0) = 1n;

(i) ug 5(1) = U[G J)];

(iii) for all 0 < 6 <1, u(; ;(¢) may only differ from the identity matrix at

entries (i,1), (¢,7), (4,4), and (7, 7).
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Lemma 3.6. Let n,M,l € N withl+ M —1<mn, and let (&§,...,&+m—1) be
a vector in [0,1]M. Put

M-1
H U@ 14y (G4e) € UM),
=1

where each uq 1) : [0,1] = M, is a connecting path of unitaries as described

in Definition 3.5.

(a) Suppose D € M,, £ €1[0,1], and (I1 l2) € S,. If D has a zero cross at
index | # 11,12, then so does u(, 1,)(§)Dug, 1,)(&)*.

(b) Suppose D € M,,. If D has a zero cross at index I’ € {1,...,n}\ {l,...,
I+ M — 1}, then so does UDU*.

(¢) Suppose D € M, is such that, for all 1 <1 <1+ M —1, D has a zero
cross at index I whenever & > 0. If at least one of &,..., & -1 is 1,
then UDU™ has a zero cross at index .

Proof. Let us start by proving (a). Suppose D has a zero cross at index [ # [y, ls.
By property (iii) of Definition 3.5, the [;th and loth columns of Du, 4,)(§)* are
linear combinations of the [y th and lsth columns of D, while every other column
is identical to its corresponding column in D. Since [ # [1, 2 and since every
entry in the [th row of D is zero, it follows that Du, 1,)(§)* has a zero cross
at index [. A similar analysis involving rows shows that wu, 1,)(&)Du, 1,)(§)*
has a zero cross at index [, which proves (a). Looking at the definition of U,
we see that (b) follows from M — 1 applications of (a).

Let us now prove (c). Suppose that D has a zero cross at index I’ whenever
& > 0 and that at least one of &;,..., & p—1 is 1. Let

T:={l+1<q<l+M-1|¢ >0}

If &4 = 0, we have u( 144)(§14¢) = 1. Hence,

U duemEn) ruany (&) T =1 <<l
1. if T =2.

If T = o, then, since at least one of &;,...,&+a—1 is 1, it must be that & = 1.
Hence, UDU* = D has a zero cross at index [ in this case by the assumption in
the lemma. Thus, we may assume T # & so that D has zero crosses at indices
li,...,1.. We consider two cases.

Case one: &, <1 for all 1 <s <r. In this case, as we argued above, it must
be that D has a zero cross at index [. When conjugating D by u (&), we
can see by property (iii) of Definition 3.5 that u¢ ;, (&, ) is only acting on two
zero crosses (the one at index [ and the one at index I,.) of D and, hence,

U lr)(flT)Du(z zr)(flr)* =D.

From this, we can inductively see that UDU* = D, which has a zero cross at
index [.
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Case two: &, =1 for some 1 < s <r. Let
L= ( IT wa lp)(flp)>D( IT =« zp)(&p)> :
p=s+1 p=s+1

Then r — s applications of (a) show that D’ has zero crosses at indices Iy, . .., [.

Note that
vo0* = ([Luar(6,)) 0 ([Luerte,)
p=1

(H u 1,)(&,) )E<Sl:[1u(z lp)(&p))*,

m'U
,_.,_.

where E :=U[(l 15)]D'U[(I l5)]*. Since D' has a zero cross at index [, conju-
gating it by U[(l Is)] brings this zero cross to index [ so that the matrix E has
zero crosses at indices [, 11, ...,ls—1. Hence, as in the argument used in case
one, the matrix E is unaltered when conjugated by H;;i u( 1,)(&, ). Therefore,
UDU* = E, which has a zero cross at index [. This proves (c) and establishes
the lemma. ]

Definition 3.7. Let n € N. For 1 <4 < j <mn, let § : [0,1] = [0,1] be given
by the following definition:

0 i 0 S £< i;—l,
05(§) ==  linear if = < ¢ < %
1 ﬁlgfgl

Moreover, for 1 <4 < j < n, let w} € C([0,1], M,,) be the unitary defined by

U’; (&) = U z+1)(5 _ (f))u(iﬂ i+2)(5§:271(5)) o UGi-1 j)(531'—¢(f))a

where the unitaries uy, 1) : [0,1] — M, are those of Definition 3.5, and set
w! = 1,. In particular,

(3) wi(1) = ug g1y (1) w1 (1) = U@ i+1 - j)).
Lemma 3.8. Suppose that D € M,, has a zero cross at index j. Then
(1)) <x(D),

v(w(1)Dwj(1)") <v(D)+1 for2<i<j.

Proof. By equation (3), wj(1)=U[(1 2 --- j)]. Consider the matrix D broken

up into the four regions created by the zero cross at j, together with the matrix

w}(l)Dw}(l)*:
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J J
0 000O0O0O0OO0OO 0O 0
0 0

Dy 0 Do 0
0 0 Dy Do
0 0

Jjl100 00O 0O O0OO0O J|o

0 0

D3 0 Dy 0 Ds Dy
0 0

FIGURE 2. The matrix D FIGURE 3. The matrix w; (1) Dw; (1)*

Since no nonzero entry gets shifted away from the diagonal, it follows that
t(wjl-(l)Dw}(l)*) < (D).

Suppose now that 2 <i < j. If i = j, then the desired inequality is trivial,
so we may assume that i < j. By equation (3), wi(1) =U[(i i+1 --- j)].
Consider the matrix D broken up into the following nine regions created by
the zero cross at j and the ith row and column, together with the matrix

w) (1) Dw)(1)*:

i J i J
D; Dy g D3 D, 8 Dy Ds
7 0 10 0O 0OOOOOO0O
Dy Ds 0 Dg 0
0 Dy |0 Dy Dg
210 0 0 0O O O O O O J 0
0 0
D: | Ds |0| De D; |0| Ds Do
0 0
FIGURE 4. The matrix D FIGURE 5. The matrix w;(l)Dw;(l)*

With the exception of Dy and Dy, which get shifted one unit away from the
diagonal, no entry in the other seven regions is moved away from the diagonal.
Therefore, v(w}(1)Dw;(1)*) < v(D) + 1, which proves Lemma 3.8. O

Lemma 3.9. Suppose D € M, has a zero cross at index j. If 1 <i < j and
€ €10, 1], then v(w}(§) Dw}(§)*) < v(D) + 2.
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Proof. Fix 1 <i<jand £ €0,1]. If ¢ =0orifi=j, then w;(f) =1, and the

result is trivial. Hence, we may assume ¢ < j and £ € (0,1]. Let 1 <k <j—1
be the unique integer such that £ € (22, 2], Then

=i

(4)  wi(€) =u( i+1)(0) - u(—g—1 j—)(0)
Uk k1) (6) () UGk jors2) (1) - ugo1 (1)
= ug_g joran) (05, (©)w)~FTH(1).

Let D' := w;:_k+1(1)Dw§_k+l(1)*. By Lemma 3.8, t(D’) < (D) + 1. Now,
consider the conjugation of D" by w(;_k j—k+1) (5;11-(5)), which we denote by E.
The entries of D’ affected by this conjugation lie in one of the following three
shaded regions:

<
|
=

j—k
!

IR

=

FIGURE 6. Region A FIGURE 7. Region B

j—k
!

j—k— .

FI1GURE 8. Region C
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We make the following observations:

e an entry in E lying in Figure 6 will be a linear combination of the two
corresponding shaded entries in D’ lying in the same row;

e an entry in E lying in Figure 7 will be a linear combination of the two
corresponding shaded entries in D’ lying in the same column;

e an entry in F lying in Figure 8 will be a linear combination of the four
shaded entries in D’ lying in Figure 8.

We see that, in all instances, a nonzero entry in £ never appears more than

one unit further away from the diagonal than a nonzero entry in D’. Thus,

t(ugok jkt) (05 i()) D ugi—k jrry (853 (€))") < (D) +1 < (D) + 2,

which proves Lemma 3.9. U

Lemma 3.10. Suppose n € N and 1 < z1 < z0 < --- < zpy, < n. There is

a unitary W € C([0,1], M,,) with the following properties:

(a) W(0) = Ln;

(b) if T € M, has zero crosses at indices z1, ..., 2m, then W(1)TW(1)* has
zero crosses at indices 1,2,...,m and t(W(§)TW(£)*) < (T) + 2 for all
¢£elo,1];

(¢) ifbeN, T e M,xp, and the rows of T at indices z1,. .., 2z, consist entirely
of zeros, then the first m rows of W(1)T consist entirely of zeros and, for
all € € 10,1],

Onxn W(ET Onxn T\ Y.
t((obxn Opxb )) <t<<0b><n 0bxb)>’

(d) fbeN, T € Myxn, and the columns of T at indices z1, ..., zy consist
entirely of zeros, then the first m columns of TW (1)* consist entirely of
zeros and, for all £ € [0,1],

0n><n Onxb 0n><n Onxb
< .
(e o)) <5 520)

Proof. For 1 <i<j <mn, let 5; and w; € C([0,1], M,,) be given as in Defini-
tion 3.7. Define
Woim (wl, 0 6m) - (wl, oL,

z Z1
which is a unitary in C([0, 1], My,).

By Definitions 3.5 and 3.7, W(0) = w! (0)---w} (0) =1, so that (a) holds.
Since (d) follows immediately from (c) by taking adjoints, only (b) and (c)
remain to be verified. Let o denote the permutation

(1 2 e Zm.)(l 2 e Zm.—l)(l 2 . zl)ES’I’LJ

and note that o(zx) =m —k+ 1 for 1 <k <m. Hence, if T is any matrix in
M, (resp. M, xp) with zero crosses (resp. rows) at indices z1, ..., zm,, then
Ulo|TU[o]* (resp. Ulo]T) has zero crosses (resp. rows) at indices 1,...,m.
Since W(1) = U[o] by equation (3), this proves the first half of (b) and (c).
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Let us now establish the bandwidth approximations in (b) and (c). Fix
£ €0,1]. If £ = 0, the results are trivial, and so we may assume ¢ € (0, 1]. Let
1 < k < 'm be the unique integer such that ¢ € (22, £] Then we may write

W (&) = w2, (0) - wi, (0w, (65, ())ws, (1) -wi (1)
= wy, (G ()ws, , (1) -wi, (1)

Suppose first that T' € M,, has zero crosses at indices z1, ..., 2,. Then, by
Lemma 3.8, t(w} (1)Tw} (1)*) < v(T') as T has a zero cross at index z;. More-
over, z; — 1 applications of part (a) of Lemma 3.6 show that w} (1)Tw! (1)*
has a zero cross at indices zo, ..., 2z, since 23, ..., z,, are not among the in-
dices affected by the conjugation. Hence, we may apply Lemma 3.8 again to
conclude that

e(wl, (Dwk, (1)Tw?!, (1w, (1)7) < v(wh, (1)Tw?, (1)7) < (7).

z2 z2

Continuing inductively in this way, it follows that t(D) < v(T"), where
D=w (1)-wl (1)Twl (1)"wl (1)*

Zk—1 Zk—1

and, moreover, D has a zero cross at indices z, ..., 2. Thus, by Lemma 3.9,
t(W(ETW (") = v(w2, (6, (&) Dy, (05,(6)") < e(D) +2 < (T) + 2,

which yields the approximation in (b).

To complete the proof of (c), suppose T' € M, «p and that the rows of T at
indices z1, ..., z;y, consist entirely of zeros. Following the lines of the proof of
Lemma 3.8, we have

T 0n><n wik71 (1) T wil(l)T <t Onxn T
0b><n Obxb o 0b><n 0b><b

by equation (3) since only rows of zeros are shifted up when multiplying T
on the left by wl  (1)---w! (1), while nonzero entries remain in place or
are shifted down towards the diagonal. Similar reasoning to that used when
deducing equation (4) shows that there exist 5 € [0,1] and 1 < p < z;, — 1 such

that

wik (551(5)) = U(zp—p Zk—p+1)(ﬁ)w§:_p+l(1)'
Since the zith row of a given matrix remains unchanged when multiplying on
the left by w!  (1)---w}l (1), the zxth row of wl  (1)---w! (1)T contains
only zeros. Hence, multiplying this given matrix on the left by wz+~#+1(1) =
Ul(z, —p+1 --- zp)] shifts the zero row from index z; to index z —p + 1,
while shifting the rows z, —p+1,..., 2 — 1 down by one towards the diagonal.

Thus,
(O B [ (Onxn wh (1) wk (DT
Obxn  Obxn) ) — Obxn Obxb
07L></I’L T
<
t((obxn 0bxb)>’
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where B :=Ul(zx —p+1 -+ zp)wl, _ (1)---wl (1)T. Now, the matrices £
and Uz, —p 2, —p+1)(B)E may differ only on rows 2z, — p and 2z, — p + 1, where
these two rows of the latter matrix are linear combinations of the same two
rows of E. From this and the fact that the z; — p + 1 row of E consists only of
zeros, it is clear that, for a given column A, the (zx — p, A)- or (2 —p+ 1, \)-
entry of u(., —p 2, —p+1)(B)E can be nonzero only if the (2, — p, A) entry of E
is nonzero. Hence,

Onxn ’U/(Zk,p zkprrl)(ﬁ)E < O’I’LX’IZ E
t(<0bm Obxb =\ Ousn Opet
077.><TL T
< .
- t<<0b><n 0b><b>)

Since W(&)T = u(zy,—p z—p+1)(B)E, this establishes the bandwidth approxi-
mation in (¢), thus completing the proof of the lemma. O
Definition 3.11. Let N € N. For j,k,n € N satisfying N < j <k <n, we
define

ol =0 -N+1k=N+1)---(j k) € Sp.
We define u}, : [0,1] — M, to be the unitary

ul 1 (§) == uG-Ny1 k-N11)(§) e ug w (6),
where u; ;1 [0,1] = M, is a continuous path of unitaries defined as in Defi-
nition 3.5.

Remark 3.12. Note that, in the definition above, if j <n — N, then o7, is
the permutation in S, that interchanges j — N +1,...,jandn— N +1,...,n;
moreover, in this case, all of the factors in the definition of u}, (£) (for any
¢ €10,1]) commute with each other by Definition 3.5.

Lemma 3.13. Suppose N,n,k,i € N satisfy N <k<i—N andi<n—N,
and that £ € [0,1]. Then

where uy, . (§), up ;(§), and o]
Definition 3.11.

', are each products of N factors as defined in

Proof. By definition,

@ vt =( 11 v+ nen)( T wesinn®),

j=—(N-1)
Note that, for any —(N — 1) < 4,5 <0,
i+j<i<n—(N-1)<n+j
and

k+j<i—-N+4j<i—-N<i—(N—-1)<i+j.
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Thus, when —(N — 1) < j,5’ <0 with j # j/, the permutations (¢ + j' n + j’)
and (k+j i+ j) are disjoint, and hence, U[(i + j' n +j")] and w4 i1 (&)
commute. Hence, equation (5) can be restated as

0
Ulonug;(§) = H Ul(i 437 n+ i) ivg) ()
j=—(N-1)
By the same reasoning,
0 0
= JI U+ n+iugssen© ] Ulli+i n+i)
j=—(N-1) j=—(N-1)
0
= II UG+ ntduws; ien©UIGE+5 n+3)l.
j=—-(N-1)

It is elementary to see that U[(a b)]u(, 4)({)U[(a b)] = u( a)(¢) whenever ¢ <
b <aand ¢ € [0,1]. Hence,

0
Ul Jup s(OUlor ) = T wiers nei(€) = uf 0 (6),
j=—(N-1)
which proves the lemma. O

Definition 3.14. For integers 1 < j < k < n, define

Yok =0 i+1 - k)€ Sn.

Lemma 3.15. Assume that N,n,t € N with1 < N <t <n— N, and suppose
(Ent1,---5&—1) s a vector in [0, 1]""2N whose final N — 1 entries consist
only of zeros. Then

v ( H uz,n<ek+1>) Ulop ]
Vb, i) (Hukt 16) ) Ub L

where uy ,,(Ek+1), up 1 (§k+1), and o, ,, are each products of N factors as
defined in Definition 3.11.

Proof. If t —1 = N, then the products on either side of the equality above are
empty and the equation reduces to

By Remark 3.12; it is elementary to see that equation (6) holds. Therefore,
for the remainder of the proof, we may assume that ¢t —2 > N.
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For any N <k <t—1— N, we may apply Lemma 3.13 (recalling that
t —1<mn— N) to conclude that

(7) ug o (&e+1) = Ulof g plui i1 (Gre)Ulo7 )

In fact, equation (7) holds for all N <k <t —2. Indeed, ift — N <k <t —2
then by the assumption of the lemma, it must be that £;1; = 0. In this case,
equation (7) reduces to 1, = Ulo}" ; ,]?, which holds by Remark 3.12.

Therefore,

H ug,n(gk-i-l H Ut 1,n uk t— 1(€k+1)U[0’?fl7n]

t—2

—Uor ) ( I uz,t_1<sk+1>) Ulo? 1),
k=N

which, together with equation (6), yields that

(8) H n(Ert1)

k=N

U[’Ylt 1 NU ’Ytn (H ukt 1(Ekt1) > [0?—1,11]'

Moreover, for each k = N, ..., t — 2, the indices in each transposition-like uni-
tary factor in uy, 1(§k+1) are distinct from ¢,...,n. Hence, U[y2,]V and
t—2 ’

b= N UR i 1(£k+1) commute, and so, using equatlon (8), it follows that

’Yln H g (Eht1) = ’Ylt 1 <H g 11 €kt ) [VZn]NU[U?—l,n]-

Lemma 3.15 then follows by multiplying U[o7" ;] on the right of both sides
in the above expression. O

Definition 3.16. Let N € N. Givenn € N (n > N), define W,, € C([0,1]", M,,)
to be the unitary

(9) Wa(éry.osn) == UL (Hukn&m)

where uj , is the product of N factors as in Definition 3.11. We adopt the
convention that W,, :=1,, if n = N.

Lemma 3.17. Let N € N. Suppose n is an integer greater than N and {::
(&1,...,&) is a vector in [0,1]™ with the property that & =1, the final N
entries are all zero, and for any consecutive N entries, at most one is nonzero.
Suppose K = {1 =k; <ky <--- <kn} is any set of indices, containing 1, at
which gzs 1; put kypy1 :==n+ 1. Then

(10) Wi (€) = diag(Wig ey (Ekys -+ Ehka—1)s -+ -5
Whpnir—bm Sk s - - - ,&cmﬂfl))a
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where N is the fized positive integer used to define Wy, Wiy _pyy o, Why i~k
in Definition 3.16.

Proof. Fix an integer n > N, a vector 5, and an associated set K, satisfying
the hypotheses of the lemma. Let us proceed by induction on the size m of K.
If m = 1, there is nothing to show. Fix m > 2, and suppose that Lemma 3.17
holds for every natural number n’ > N, vector (, and associated set K’ of size
m — 1, provided they satisfy the required hypotheses. Assume that |K| =
Let us show equation (10) holds in this case.

Note that, by assumption, §g,_(n_1),---,&k,—1 = 0 and

(11) N <ky<n—N.

Therefore, we may apply Lemma 3.15 with N, n, ko, and ({n+1,...,&k,—1) tO
conclude that

ko—2
(12) 71 n <H U’kn £k+1 ) [O'I?Q—l,n]
ko—2
- U[wﬁk2_11N< 11 uz,k2_1<§k+1>) Ul Y
k=N

By equation (9) and inequality (11),

Wn(_)): ’Yln <H Ukn §k+1)
ko—2
=Uly <Huknfk+1)>uk2 1n€/€2 <H uknkarl)

k=ks

Since uy, 4, (k) = ug, 1, (1) = Ulog,_; ], we may apply equation (12) to
obtain

(13) Wn(B:Uhﬁ@ﬂN(Zi_I;u’g,kzmm) il Huknfm)

k=ko

Let & := (&1, ., k,—1) and &7 1= (&,,. .., &). By inequality (11), |¢'] > N
so that

(k2—1)—1

(14) Wkg—kl(f_;): [7f2k211]N< H uZ?,;ll(ka))EMkrkl.

k=N
Furthermore, |£7| > N so that

(15) Wig1-1s (€7) = Whs1-1y €z -+, &n)

n+l—ko—1

+1—k N +1

— UR < M s k;ww)
k=N
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n—ko
n+1—ko n+1—ko
=Ulm n+1— k2 (H Ug m1- s ( szJrk))

n—1
n+l—ks 1N n+1—ko
Uhl 11— kz] (H Ukt1— k27n+1k2(€k+1)> € Mpi1—k,,
k=k2

where the penultimate equality follows since &, = 1 and at most one of any
N consecutive entries of £ is nonzero. Therefore,

diag(sz,kl (6_;)7 WnJrl*kz (§7I))
= diag(Wk2—k1 (g;)a 1n+1—k2) diag(le—/ﬂ ) Wn+1—k2 (67/))

(k2—1)—1

= Uhﬁ/@—ﬂN( H Uz,k2—1(§k+1)) (Ve ] (H g (St 1 )

k=N k=ko

where in the last equality the indices in the 7’s and u’s have been altered ap-
propriately from the ones in equation (14) and equation (15) to accommodate
for the identity factors in the diagonal. Combining this with equation (13)
yields that

(16) Wn@ = diag(W,Q_kl({/),Wn+1_k2(£?/)).

We may apply the inductive hypothesis to n’ = |§7’ | > N, vector 57’ , and asso-
ciated set K’ = {ko, ..., km} of size m — 1 to conclude that

W’l’b+1 kz(g )_dlag(Wkg k2(§]€27"'7€k3*1)7"'7
ka+l_km (fkm) e ?fkm+1—1))-

Substituting this into equation (16) yields that

Wﬂ(g) = diag(Wk2—k1 (6161) cee a€k2—1)a CER ka+l_km (é.km’ cee )é.km+l_1)))
which proves Lemma 3.17. U

3.18. The main lemmas. With the results of Section 3.2 in hand, we are
now in position to prove the lemmas listed in Figure 1, which are needed to
prove Theorem 3.30 in the sequel.

We start with a lemma that characterizes when a unital injective limit of
subhomogeneous algebras is simple in terms of the corresponding maps between
their spectra. This is essentially [5, Prop. 2.1], except that ours discusses the
general unital subhomogeneous case. The proof is very similar.

Given any unital subhomogeneous C*-algebras A and B and a unital *-homo-
morphism ¢ : A — B, an irreducible representation 7 of B yields a represen-
tation m o1 of A. The finite-dimensional representation 7 o ¢ is unitarily
equivalent to a direct sum 7 @ - - - ® 75 of irreducible representations of A. In
this way, we get a map ¢ : B — P(A) given by ¢([x]) := {[r1],.. ., [rs]}, where
multiplicities are ignored.
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Lemma 3.19. Suppose we have an inductive limit of the form
A Ay B A5 B A= Tim Ay,

where A is unital and, for each i € N, A; is subhomogeneous and ; is injective.

Let v :==1pj_10---0;. Then the following statements are equivalent.

(i) A is simple.

(ii) For all i € N and all nonempty open U C /L, there is a j > i such that
G;a([x])) NU # @ for all [7] € A;.

(ili) For alli e N, if f € A; is nonzero, there is a j > 1 such that (1, ;(f)) #0
for every nonzero irreducible representation ™ of A;.

Proof. For n € N, let p, : A, — A denote the map in the construction of the
inductive limit. Since the ;’s are injective and A is unital, we may assume
that the A;’s are all unital and that the 4;’s are injective and unit-preserving.

Let us start by showing that (i) implies (ii). Suppose that (ii) is false. To
show (i) is false, let us construct a closed proper nonzero two-sided ideal of A.
Choose i € N and a nonempty open set U C A; such that, for all 7 > ¢ there is
a 7] € A; with ¢, ;([7]) N\U = @. We may assume that U # A;. For j > i, set
Fi={[rl€Aj |¢Y;:([r]))NU =0}, andset [, :={f € A; | fe ﬂ[w]eFj ker}.
It is straight-forward to verify that, for all 7 > 4, I; is a closed proper nonzero
two-sided ideal of A;.

For k > j > i and [r] € Ay, we have ¢ ;([7]) = ¥;.:(¥rj([7])), from which
it follows that 1y ;(F}.) C Fj. Thus, 9 ;(I;) C Iy for all k > j > 4. Hence,
{1;(I;)};>i is an increasing sequence of C*-algebras, and so I :=J;; #;(;)
is a sub-C*-algebra of A. It is not hard to see that I is a closed two-sided ideal
of A. Since the p;’s are injective and the I;’s are nonzero, I # {0}. If 14 € I,
then for large enough j, I; contains 14, contradicting that I; is proper. Hence,
I is the desired closed proper nonzero two-sided ideal of A. This proves that
(i) implies (ii).

Let us now show that (ii) implies (iii). Fix ¢ € N, and suppose 0 # f € A;.
Let U :={[p] € A; | p(f) # 0}. Observe that U is a nonempty open subset of A;.
By (ii), there is a j > i such that ¢, ;([7]) N U # @ for all [x] € A;. Thus, if 7
is any irreducible representation of A;, w(1;:(f)) # 0, which proves (iii).

Finally, let us prove that (iii) implies (i). Suppose J is a nonzero closed
two-sided ideal of A. For j € N, put J; := uj_l(J). Then, for all j € N, Jj is
a closed two-sided ideal of A;. It will be shown that J; = A; for some j € N.
Take 0 # a € J. It is well known that

J=J 450 ).

j=1
Hence, there must be an ¢ and an a; € A; such that 0# p;(a;) € J. Thus, a; #0.
By (iii), there is a j > 4 such that, for all irreducible representations 7 of A;,
W(¢j’¢(ai)) 75 0. Since ,uj(wj,i(ai)) = ui(ai) S J, it follows that 1,/)j,i(a¢) S Jj.
The bijective correspondence between closed two-sided ideals of A; and closed
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subsets of A; thus forces J; to be all of A;. Hence, 14 = pj(la,) € J, which
shows that J = A. Therefore, A is simple, which proves (i). O

Lemma 3.20. Let A be a DSH algebra of length I. Let € > 0. Suppose that
f € A is not invertible. Then there is an ' € A with ||f — f’'|| < € and there
are unitaries w,v € A such that, for some 1 <i <1, (wf'v); has a zero cross
at index 1 everywhere on some nonempty set U C An (Xi\'Y:), which is open
with respect to the hull-kernel topology on A. Moreover, there is a A € A such
that, for every 1 < j <l and z € X;, Aj(x) is a diagonal matriz with entries
n [0,1], where Aj(x)gx > 0 implies (wf'v);(x) has a zero cross at index k;
moreover, A;(z)1,1 =1 for all z € U.

Proof. Using Lemma 2.11, choose 1 <14 <[ and z € X; \ Y; such that f;(x) is
a non-invertible matrix. We break the proof up into two cases.

Case one: x is not in the decomposition of any point in Y; for any j > i. By
Lemma 2.13, there is set U; C X; containing x, which is open in X; and has
the property that no point in it is in the decomposition of any point in Y; for
any j > 4. Since Y; is closed in X;, the set U; N (X; \ Y;) is open in X;. By
shrinking Uy, we may assume that || f;(z) — fi(2)]| < e for all z € U;. Choose
a set U, that is open in X; and satisfies 2 € Uy C Ux™ C U; N (X, \ V).
Using Urysohn’s Lemma, we can define a function h € C(X;, M,,,) such that
h’|U72Xz = fl(x)v h X\ (U1N(X:\Y3)) = i Xi\(U1N(X:\Y3))» and ”fl - hH < €. Define
f! coordinate-wise by f’ := (f1,..., fi—1,h, fix1,---, f1). Since hly, = fi|v,, we
have (fi1,...,fi_1,h) € A®. Since no point in U; is in the decomposition of any
point in Yj for any j > ¢, and because h may only differ from f; on Uy N (X; \
Y;) € Uy, this perturbation does not violate the diagonal decomposition at
any point. Thus, f' € A since f € A, and ||f — f’|| < € because ||f; — h|| < e.
Since f;(x) is a non-invertible matrix, there are unitary matrices W and V
in M, with the property that W f;(z)V has a zero cross at index 1. Since
the unitary group in M,, is connected, we may, using the same reasoning
as above, define unitaries w,v € A coordinate-wise with w; = v; = 1,,, for
all j # 4 and w;,v; € C(X;, My,) satisfying w;|g,xi = W, vi|g,xi =V, and
Wi| X\ (U1N(X\Y3)) = Vil X\ (U1n(X:\Y;:)) = ln,. Finally, choose a set Us that is
open in X; and satisfies x € Uz C U3X* C Us. Define A € A coordinate-wise as
follows: A; =0 for j #i; let g : X; — [0,1] be any continuous function such that
gl7ex: =1 and g|x,\v, =0, and put A; := diag(g,0,...,0) € C(X;, M,,). As
argued above for f’, we have A € A. Take U := Us. Applying Lemma 2.12, we
conclude U is open in A. Since (wf'v); has a zero cross at index 1 everywhere
on Us and since A vanishes outside Us, the lemma holds in this case.

Case two: There is a j > i such that x is in the decomposition of some point
in Y;. In this case, we cannot define f’ as above because we are not guaranteed
a neighborhood around z in which we may freely perturb f while remaining
in A. Let 7’ denote the largest integer for which x is in the decomposition of
some point in Y;. Choose y € Yy such that x is in the decomposition of y.
Then fi(y) is a non-invertible matrix. Since z is not in the decomposition of
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any point in Y}, for any j’ > ¢, neither is y. Hence, by Lemma 2.13, there is
a set Uy C X containing y that is open in X;» with the property that no point
in Uy is in the decomposition of any point in Yj/ for any j° > ¢’. Hence, as in
case one, we are able to perturb f on U; N (X \ Yy), while remaining in A.
By shrinking Uy, we may assume that || fir(y) — fir(2)|| < € for all z € U;. By
Lemma 2.10, we may assume that Y;» has empty interior and, thus, that there is
a point 2’ € Uy N (X \ Yir). Choose a set U which is open in X;; and satisfies
' €Uy C U7 C U N(Xy \Yy). As in case one, we may define f’ € A with
1f=Ffll <e, f]/’ = fj for J#E, fi//|U72Xi/ = fi(y), and fi//|X¢/\(Ulﬁ(X¢/\Y¢/)) =
far (X,\Y,))- Choose unitary matrices W,V € M, , such that W fy (y)V'
has a zero cross at index 1. Then the rest of the proof proceeds verbatim as
the proof of case one with ¢’ in place of ¢ and z’ in place of z. O

The following two lemmas guarantee the existence of certain indicator-
function-like elements in DSH algebras. As outlined in Section 3.1, these
unitaries are used, together with the results from Section 3.2, in the proofs
of future lemmas to construct the unitaries needed to prove Theorem 3.30. It
is for these two key lemma that we require the base spaces of a given DSH
algebra to be metrizable.

Lemma 3.21. Suppose A is a DSH algebra of length I. Suppose M € N and

K ={K; < Ky < -+ < Ky} are such that K1 >0, K, < s(4) — M, and

Ky — Ky > M for 1 <t <m. Then there is a function ® € A such that

(i) for all1 <i <l and v € X;, ®;(x) is a diagonal matriz with entries in
[0,1] whose final M diagonal entries are all 0, and such that at most one
of every M consecutive diagonal entries is nonzero;

(i) for all 1 <i <Ll and 1< j<n; Oi(x)j; =1 if and only if there is a
1<t <m such that x € B; j_k,.

Proof. We define ¢ coordinate-wise inductively. Start off by putting ¢ =
diag(xx(0),...,xK(n1 — 1)), where xx is the indicator function corresponding
to the set K = {Kj,...,K,,}. By the assumption on the set K, condition (i)
holds for ®;. To see that (ii) holds, suppose ®1(x);; = 1. Then XK(J -1)=1,
so there is a 1 <t < m such that j = K; + 1. By Lemma 2.9, z € X; = Bl,l_
B j—k,. Conversely, if there is a 1 <t < m such that x € B; ;_k,, then by
Lemma 2.9, j — K; = 1 so that ®1(x);; = xx(j — 1) = 1, which proves (ii).
Now, suppose that we have a fixed 1 < i <! and assume that we have defined
(®1,...,®;_1) € AU=D such that, for all ' < i and = € Xy,
(I the matrlx ®,/(x) satisfies the properties of conditions (i) and (ii);
(II) @4 (x)j,; = xx(j—1) for all 1 < j < s(A).
Let @ := ¢, 1((®1,...,P,-1)) € C(Yi, M,,,). Fix y € Y;, and suppose y decom-
poses into 1 € X;, \ Vi, ..., € X, \Y;.. Let us first check that conditions (i)
and (ii) hold for ®/(y) = diag(®;, (z1),...,®;.(x,)). By the inductive hypoth-
esis, ®;(y) is a diagonal matrix with entries in [0, 1] and the last M diagonal
entries of ®}(y) are all 0. Given M consecutive entries down the diagonal of
'’ (y), if they are all contained in one of the diagonal blocks, then by the in-
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ductive hypothesis applied to that one block, at most one of these entries is
nonzero. If instead the M consecutive entries span two blocks ®; (r,) and
®;,, . (€441), then by the inductive hypothesis, the last M diagonal entries of
®;, (x4) are 0 and at most 1 of the first M diagonal entries of ®; ,, (2441) can
be nonzero. This shows that (i) holds for ®.(y). Let us now show that (ii)
holds for ®j(y). Fix 1 <j <mn;. Let 1 <¢g <7 and 1< ;" <n;, be such that
D) (y)j,; = Pi,(xq)j 5. Note that j =n;, +---+mny,_, +j'. Given 1 <t <m,
we know by Lemma 2.9 that y € B; j_k, if and only if there is a 1 < p < r such
that

(17) j’_Kt+n¢1+...—|—niq71 :j_Kt:1+ni1+"'+nip71

(the right-hand side is 1 if p = 1). We claim that if equation (17) holds, then
p = q. Indeed, using the upper and lower bounds on j’ and K}, we have

1-s(A)<1—(s(4)—M—-1) <j — K <ny,,
whence
L+ng +-4ny,_, —s(A) <1+ng +-+nj,_, <ng +-+ni,_, +ny,.

The first inequality and the definition of s(A) imply that ¢ < p, while the
second inequality forces ¢ > p so that p = ¢q. Therefore, since z, € X;, \ Y,
the above and Lemma 2.9 show that

YyeEBij Kk, = j—Ki=14n; +---+ni_,
— j-K; =1
= 2q € Bi, j'— k-

Since the matrix ®;_ (x,) satisfies (ii) by the inductive hypothesis, it follows that
there is a 1 <t <m with y € B; j_g, if and only if ®}(y);; = ®i, (x4);7 5 = 1,
which proves that (ii) holds for ®;(y).

Let us now define ®; € C(X;, M,,,) to be a suitable extension of ®;. Write
®; = diag(h}, ..., hy,), where b} € C(Y;,[0,1]) for 1 < j <n;. We define
®, = diag(hi, ..., hn,) by specifying each h; to be a continuous function h; :
X; = [0,1] that extends ;. For 1 < j <s(A), put hj = xx(j — 1) to insure that
(II) in the inductive hypothesis is verified, and set h; =0forn; — M +1<j<n;
(since (I) and (II) hold for ®q,...,®;_1, these h;’s do indeed extend the cor-
responding h’’s). We define h; for 5(A) + 1 < j <n; — M inductively. Fix
5(A) +1<j <mn; — M, and assume we have defined hi,...,hj_1 so that the
following property holds:

M-1
() U supp(h;—¢) C X; is disjoint from supp(h}) C Y;.

=1

~+

Note that Utﬂizl supp(hg(a)+1—+) = &, and so (&) holds for the base case
j=s(A)+ 1. Since X; is a metric space and, hence, perfectly normal, we
may use (&) to extend h} to a function f; in C(X;,[0,1]) that vanishes on
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Ui\izl supp(hj—¢) and is strictly less than 1 on X; \ Y;. Define

Zh+teC

Then the range of g is contained in [—1,1] since by (I) at most one of

h’ ceey hJ L a—1 is nonzero at any given point in Y;. Extend gJ to a function
g;- in C(X;,[~1,1]). Put g; := max(g},0), and note that g;|y; = h}. Since
M-1
hi(y) =0 for each y € U supp(hf; 1),
t=1

we may choose an open subset U D Utj\izl supp(h},) of X; on which g;
strictly negative so that g;|y = 0. Define h; := min(f;, g;) € C(X;,[0,1]), and
note that hjly, = h’;. Since h; |U =0, we have supp(h;) NU = @, from which it
follows that supp(h;) N (Ui, “supp(h/;,,)) = @. This ensures that (&) holds
with 7 + 1 in place of j and, hence, that ®; := diag(hq, ..., hy,) is well defined.
To conclude the proof, let us check that @, satisfies (i) and (ii). In light of the
analysis above, we may restrict ourselves to the diagonal entries s(A4) + 1 <
j <n; — M. By definition, the range of each h; is contained in [0, 1]. If
hj(x) > 0 for some z € X;, then fj(x) > 0 and, hence, by the definition of f;,
x ¢ Ut 1 supp(hj ¢+). This proves that at most one of any M consecutive
entries down the diagonal of ®,(x) is nonzero. Hence, (i) is established. To
prove (ii), suppose x € X; satisfies hj(x) = 1. Then f;(z) = 1, which implies
that x € Y;. Thus, h;(a:) =1, and we already established that z € B; ;_k, for
some ¢ in this case. Conversely, suppose € B; j_k, for some t. If j — K; # 1,
then by Lemma 2.9, x € Y;, and we already concluded in this case that h;(x) =
hj(z) = 1. If instead j — K; = 1, then it must be that j < s(A), and we
previously defined h; =1 in this case. Therefore, property (ii) holds.
We verified that both (I) and (IT) hold for ®; = diag(hq, ..., k), and since
L= (I); = 4101'—1(((1)17 ceey (I)i—l))a it follows that ((I)l, ey (I%) S A(l) Thus, by
induction, we obtain ® := (®4,...,®;) € A, which satisfies the requirements of
the lemma. |

Lemma 3.22. Suppose A is a DSH algebra of length I. Suppose M € N and

K ={K; < Ky < - < Ky} are such that K1 >0, K, <s(4) — M, and

K1 — K> M for1 <t <m. Suppose that, for each 1 <i <[l and1<j <n;,

we have a set F; j C X; that is closed in X; and disjoint from each set B; j_k,

(see Definition 2.8) for 1 <t <m. Then there is a function © € A such that

(i) forall1 <i <l and z € X;, O;(x) is a diagonal matriz with entries in
[0,1] whose final M diagonal entries are all 0, and such that at most one
of every M consecutive diagonal entries is nonzero;

(ii) foralll<i<l,1<j<mny andx € F,;, we have ©;(x);; = 0;

(iii) for all 1 <i <1 and 1 < j < ny, there is a (possibly empty) open subset
U;,; C X; containing B; ; with the property that if x € U, ;, then

0i(x)jt+r, j+k, =1 foralll <t <m.
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Proof. Using the hypotheses of this lemma, Lemma 3.21 furnishes a function

® € A such that

(a) for all 1 <i <[ and z € X;, ®;(x) is a diagonal matrix with entries in
[0,1] whose final M diagonal entries are all 0, and such that at most one
of every M consecutive diagonal entries is nonzero;

(b) foralll<i</fand1l<j<n, ®;(r);;=1ifand onlyifthereisal <t<m
such that z € B, j_x,.

Let us use ® to construct a function © € A satisfying conditions (i) to (iii).

Given ¢ € [0,1), define g : [0,1] — [0, 1] by

0 if 0 <<y,
g(z) == ¢ linear if 6 <z < 2,
1 ifl%éﬁxgl.

For 1 <i <, define ©; : X; — M, by
Oi(x) = diag(g(®i(x)1,1), - -, 9(Pi(@)n; m,))-

Then © := @i:l 0, € @lizl C(X;, My,). Since each diagonal entry of @ is
modified in the same way in the definition of ©, it is straight-forward to check
that © is compatible with the diagonal structure of A. Hence, © € A. More-
over, since 0;(z);; = 0 whenever ®;(z);; =0, it is clear that © satisfies (i)
since ® satisfies (a).

To see that O satisfies (ii), fix 1 <¢ <l and 1 < j < n;. Since F; ; is disjoint
from each B; j_g, (for 1 <t <m), condition (b) guarantees that ®;(x); ; <1 for
all z € F; ;. Since Fj ; is compact, there is a d; ; € [0,1) such that ®;(z); ; < J; ;
for all z € F; ;. On choosing § :=max{d; ; [1<i<1,1<j<n;}€[0,1)1 1nour
definition of g above, it follows that ©;(z);; =0 whenever 1 <i <[, 1 <j <n,,
and x € F; ;, which proves (ii).

Finally, to see that © satisfies (iii), fix 1 <i<land 1 <j<mn; If j>
n; — (s(A4) — 1), we may take U; ; = @ since B, ; = @ by Lemma 2.9 for such j.
For j <n; — (§(A) — 1), note that if = € B, ;, then by (b), ®;(2);4+k,,j+k, =1
for all 1 <t < m. Since g is 1 in a neighborhood of 1, it follows that, for each ¢,
there is an open set U; D B; ; on which the function ©,(- )4k, j+k, : Xi — [0,1]
is equal to 1. Taking U; ; :=();<4<,, Ut yields (iii) and proves the lemma. O

Given a sequence of DSH algebras Aj, A, ..., we denote byll(j) the length
of the DSH algebra A;. We denote the ba_Lse bpaces of Aj by X7,.. XJ(J) and
the corresponding closed subspaces by Y7, ... (J) We denote the size of the
matrix algebras in the pullback deﬁmtlon of A by n,.. nl( - Fmally, we
denote the sets defined in Definition 2.8 corresponding to A by B

Lemma 3.23. Suppose
A1 AQ A3 Y3 —>A:thz
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is a simple limit of infinite-dimensional DSH algebras with injective diagonal
maps. Then, for all j,m € N, there is a j' > j such that s(A;) > m (where,
recall, s(A;) = min{n | 1 <t <I(j)}).

Proof. Since A; is infinite-dimensional, at least one of the base spaces must
be infinite. Let 1 <4 < 1(j) be the largest integer for which X7 is infinite.
By Lemma 2.10, X7 \ Y/ is also infinite and Y] = & for i < i’ < I(j). Choose
pairwise-disjoint open in Xij sets O1,...,0m41 C Xij \ Ylj Lemma 2.12 guar-
antees that Oq,...,Op,41 are all open with respect to the hull-kernel topology
on A;. By Lemma 3.19, there is a j/ > j such that, for all x € Ay, by () con-
tains a point from each of Oy, ...,Om41. Hence,n] >m+1forall 1 <i<I(j),
which proves the lemma. O

Lemma 3.24. Suppose
Y1 P2 P3 .
Ay — Ay — Az = -+ —>A:—_11QAZ-

is a simple limit of infinite-dimensional DSH algebras with injective diagonal

maps. Suppose that f is a non-invertible element belonging to some A; and

that € > 0. Then there exist f' € A; with || f — f'|| <€ and M € N such that, for
all N € N, there exist j' > j satisfying s(A;) > NM and unitaries V,V' € Aj
with the following properties:

(i) foranyl<i<Il(j) and1<k< nz/, there is a (possibly empty) open subset
Ui of Xf/ containing Bf_/k such that, for all x € U; , (Vb ;(f)V')i(2)
has zero crosses at indices k,k + M, k+ 2M, ... k + (N —-1)M;

(ii) foralll<i<I(j') andx € Xij/, we have t(Vy ;(f)V')i(x)) < S(A4;) +

M —1 (where, recall, S(A;) = max{n] |1 <t <I(j)}).

Proof. Let f',w,v,A € A; and U C flj be given as in Lemma 3.20 (when
applied to f and €), and set g := wf’v. Then, at every point in U, g has a zero
cross at index 1 and the (1,1)-entry of A is 1. By Lemma 3.19 and Lemma 2.5,
there is a j > j such that ¢+ j([ev,]) contains a point in U for all

1G")

ve || xi\y.

=1

Since 9;~ ; is diagonal, this means that, for 1 < ¢ <[(j”) and = € Xf” \Yij”,
at least one of the points x decomposes into under 1~ ; lies in U so that the
matrices ¥ ;(g)i(x) and 9 ;j(A);(x) have a zero cross and a 1, respectively,
at the same index along their respective diagonal. Owing to the decomposition
structure of A;, these two results hold, in fact, for all 1 <i <I(j”) and z € Xf//.
Take M :=26(A;~), and let N € N be arbitrary.

By Lemma 3.23, there is a 5/ > j” such that

(18) E(Aj/) > NM.

Miinster Journal of Mathematics VoL. 15 (2022), 167-220



THE STABLE RANK OF DIAGONAL ASH ALGEBRAS 203

Let
A" = 1py j(A) =y i (Y 5(A)),
g =y 5(g) =y 0 (Y 5(9)).

Given 1 <i <I(j') and x € Xij/ and regarding A’ as a diagonal image under
pjr j, it follows from the definition of M that any M consecutive entries
down the diagonal of Al(x) must contain a 1. Moreover, regarding ¢’ and A’

as diagonal images under v, ; shows that g/(z) has a zero cross at index k

whenever Af(x)rr > 0 (as a consequence of the conclusion of Lemma 3.20)

and that t(g)(z)) < 6(4;).

We now apply Lemma 3.22 with the natural number M, with m =N, K; =0,
Ky=M,. .. . Ky=(N-1)M,and F, =@ for 1 <i<I(j))and 1<k <n?
(note that Ky < s(Aj) — M by inequality (18)). This furnishes a function
© € Aj with the following properties:

(I) forall 1 <i<I(j') and z € Xf/, O;(z) is a diagonal matrix with entries
in [0,1] whose final M diagonal entries are all 0, and such that at most
one of every M consecutive diagonal entries is nonzero;

(IT) for all 1 < i <I(j) and 1 <k < n{, there is a (possibly empty) open
subset U; , C Xij/ containing Bf’,k with the property that if x € U; 1, then
O;(%)ktarkrars =1 forall 0 <a < N —1.

Fix 1 <i <I(j). Given z € Xf/ and 1 < k < n{/ — (M —1), let

T) = H u’%k ktt) (0 (@) ke AG (@) ket 4t) € Myt

where each u( kbt - 20,1] = M, is a connecting path of unitaries as described
in Definition 3.5. Define W; € C(X Mpi") to be the unitary

nf —-M
~ 11
k=1

Set W := (Wh,...,Wyy)), and take V := Wrpy j(w) and V' := )y ;(v)W
Before showing that W € Aj/, let us prove that statements (i) and (1) of
Lemma 3.24 hold.

Fixz € XJ Note that if ©;(z)p p = 0, then uj, (x) = 1,5 Let {k; <--- <
ks} denote the set of indices r at which ©;(z),, > 0. Then

Wile) = uf, (2) - u, (2).

where, by (I) above, kpt1 —kp, > M for 1 <p < s and ks < nzl — M. Note
that conjugating any matrix by u};p (x) only affects the kp, ..., kp + (M —1)
rows and columns of that matrix. Thus, for p # ¢, the indices of the rows and
columns affected when conjugating by u};p (z) do not overlap with the indices of
the rows and columns affected when conjugating by u};q (z). This observation
will be used to prove (i) and (ii) below.
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To prove (i), fix 1 <k < ng,, and assume x € U; . Forp=s,5s—1,...,1,
let

D, = u;‘% (z)--- u};s (m)g:(ac)ui (z)*--- u};p (z)*

(setting Dy11 := gi(x)), and apply part (b) of Lemma 3.6 with M, n = ng,,
l : kp, §l+t = @i(x)l,lAg(x)l—i-t,l-i-t fort = 0, 1, . ,M — 1, D= Dp+1, and (/J =
uj, () to conclude that D), has a zero cross at any index among {1,...,n/ } \
{kp, ..., kp+ M — 1} whenever D,; does.

Now, fix an integer 0 < a < N — 1. Let us show that W;(x)g;(x)W;(z)* has
a zero cross at index k + aM. By (II) above, ©;()g+an,k+am = 1. Let 7 denote
the unique integer such that k. = k + aM. Applying the result obtained just
above inductively s — r times, it follows that, for every g € {ky,..., k. + M — 1},
D, 11 has a zero cross at index ¢ whenever ¢(z) does; in particular, for any
such ¢, D41 has a zero cross at index ¢ provided that Al(z),, > 0. Hence,
since any M consecutive entries along the diagonal of Aj(z) must contain a 1,
the assumptions of part (c) of Lemma 3.6 are satisfied with M, n=n! , =k +
CLM, €l+t : @i(x)l,ZA;(Z‘)l-i-t,l—i-t = A; (x)l-i-t,l-l—t fort= 0, 1, e ,M - 1, D= DT+1,
and U = uj, (x). Thus, we may apply that part of the lemma to deduce that D,
has a zero cross at index k + aM. Appealing to the conclusion of the previous
paragraph inductively r — 1 times, it follows that D; = W;(x)g;(x)W;(x)* has
a zero cross at index k + aM since k + aM = k, is not among the indices
affected upon conjugation by uj, (x)---uj, _ (). This proves (i).

Next, recall that ¢’ is the diagonal image of g, which has bandwidth at most
GS(A4;) at every point. To prove (ii), therefore, it suffices to show that, for any
given matrix D = (Dy ;) € My, we have t(W;(x)DW;(z)*) < (D) + M — 1.
This is most easily seen by drawing a picture and examining which rows and

columns are potentially affected upon conjugation by the u}%’s:

k1 ko coe ky

FIGURE 9. Affected rows/columns
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Since the sets {kp, ..., kp + (M — 1)} for 1 <p < s are disjoint, the block rows
and columns are disjoint. Suppose we are given an index (g,t) that lies in the
shaded region of the diagram in Figure 9, and suppose that A is the number at
entry (g,t) of W;(x)DW;(x)*. Upon partitioning this shaded region, it follows
that the index (g,t) lies in one of the following three shaded subregions:

k1

ky

ka

FIGURE 12. Region C

On Figure 10, the matrices W;(x) DW;(x)* and DW;(z)* are equal. Hence,
if (¢, t) lies in Figure 10 and p is such that k, <t <k, + M — 1, then X is
a linear combination of Dy, ..., Dg k,+rm—1. Thus, A can be nonzero only if
one of Dy, --»Dqr,+r—1 is nonzero. Hence, no nonzero entry in this region
is more than M — 1 indices away from a nonzero entry in D. On Figure 11, the
matrices W;(x) DW;(x)* and W;(z)D are equal, and so a symmetrical analysis
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shows that the same is true also for nonzero entries in this region. If (g, )
lies in one of the s? disjoint M x M blocks in Figure 12, then X is a linear
combination of the corresponding entries in D lying in that block. Hence,
in this case, A is 0 unless that M x M block in D contains a nonzero entry.
Thus, no nonzero entry of W;(x)DW;(z)* in Figure 12 is more than M — 1
units further away from the diagonal than a nonzero entry of D. This analysis
proves that v(W;(x)DW;(x)*) < ¢(D) + M — 1, yielding (ii).

To conclude, let us show that W € Aj. Fix 1 <i <I(j'), and suppose that

y € Y] decomposes into

€ XY \ xseXig\iiZ'-

Dy
For 1 < k<s, let pp:=1 + n N nlk .- Note that, by inequality (18),
ps < —5(A )+ 1<n! M Thus, we may write

s—1 Pm+y1—1

nz —M n{/fM
(19) Wiw) = ] wiw=1] II w@ x [[ v
k=1

m=1 k=pm, k=ps
Fix 1 < m < s. Then

Pm+1—1 Pm+1—1 M—1
H H H uy, k+t ()b ke AT (Y) ket ot ) -
k=pm k=pm =

By (I), the last M entries of ©;  (z,,) are zero. Hence, on account of the

diagonal decomposition of ©;(y), the quantity above is equal to
Pm41—1-M M—1

| Rt (I G S AR Vi Vi €9 R R S Ty |
k=pm t=1

which, upon relabeling indices, becomes

Pm+1—Pm—M M—1

(20) H H quermfl q+pm—1+t) (@im (mm)q,qAém (mm)q+t,q+t)-

Foreach 1 <q¢<pmt1 —pm — M and 1 <t < M — 1, note that

i ST im J
WU(g4pm—1 q+pm—14t) — dlag(lpm—la Ug g+t)> 1"5 —pm+1+1)-
Hence, we may rewrite (20) as

Pm+1—Pm—M

diag <1pml, H uZm (m), ].n{/pnﬁ»l‘l’l)

q=1
= dia'g(]'pn1717 Wim, (xm)7 ]-’I’L{/ 7prn+1+1) .
Therefore, for all 1 < m < s,

Pm41—1

H ’U/Z(y) = diag(lpmfla Wim (xm)a 1n{lfpm+1+l)

k=pm
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and, similarly,

H uj,(y) = diag(1,, -1, Wi, (2s)).

k=ps
Plugging this into equation (19) yields W;(y) = diag(W;, (z1), ..., Wi, (zs)),
which proves that W € A. The proof of Lemma 3.24 is now complete. (]

Definition 3.25 (Block point). Given a matrix D € M,, and 1 < k <n, we
say that D has a block point at index k provided that D; ; = 0 if either i > k
and j <kori<kandj>k.

Lemma 3.26. Suppose A is a DSH algebra of length l. Suppose f € A and
€>0. Then there is a g € A with ||g — f|| < € and with the property that, for all
1<i<landl <k<n;, there are (possible empty) open sets O, D B, in X;
such that g;(x) has a block point at index k whenever x € O, . Moreover, g
can be chosen so that, for each 1 <i <[ and x € X;, g;(x) has a zero cross at
index k whenever f;(z) does, and v(g;(x)) < v(fi(z)).

Proof. Given1<i<land1<s,t<n; let fi(+)s+ € C(X;) denote the function
taking x into f;(x)ss. Let § = ¢/&(A)2. Define h € C(C) by

z
h(z) := ] -max(0, |z| — 9),

where it is understood that h(0) = 0. Note that, for any z € C, if |z] < §, then
|h(z) — 2| = |2] <4, and if |z| > ¢, then

|h(z)—z|:'ﬁ(|z|—5)—z = |25 =0

Thus, for all z € C, |h(z) — z| < 6 and, hence, |f;(z)s.: — h(fi(2)s,)| < d given
any 1 <i<I[, 1<s,t<m;, and z € X;. Define g;(x)s t:—h(fl( )s,t), and
denote by g; the matrix- Valued function in C(X;, My,) given by (g:(- )s.t)s,t-
Set g :=(g1,-..,q1) € @Z 1 C(Xi, My,,). For x € X,

Ifi@) = gi(@)| < D fil@)er — gi(@)s sl < nis <.
1<s,t<n;
Hence, ||f —g| <e.

To see that g € A, observe that if y € Y; decomposes into 21 € X;, \ Y5, ...,
e € X;, \ Y;,, then fi(y) = diag(fi, (x1), ..., fi,(x¢)). Applying h to each
coordinate yields that g¢;(y) = diag(g:, (1), ..., gi,(z¢)). Furthermore, since
h(0) =0, g;(x) must have a zero cross at any index that f;(x) does, and
(g:(x)) < e(fi()).

Lastly, fix 1 <i <!l and 1 < k < n;. Let us show how to construct O; ;. If
B; =@, take O, 1, := @. Otherwise, suppose x € B; ;. Then f;(z) has a block
point at index k. Let I C {1,...,n;}? denote the set of indices (s,t) such
that s > k and ¢t < k or such that s < k and ¢t > k. Given (s,t) € I, it follows
that fi(z)s: = 0 and, hence, that g;(-)s: is 0 on an open set Us+(z) C X;
containing . Then U, := UIGBM Us+(x) is an open set containing B; j, on
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which g¢;(-)s: vanishes. Take O, := ﬂ(s’t)el Us:. By construction, then
gi(x)s,t = 0 whenever x € O;  and (s,t) € I. Thus, g;(z) has a block point at
index k provided that z € O; j, which completes the proof. O

Lemma 3.27. Suppose A is a DSH algebra of length | and that M, N € N
with NM < s(A). Suppose f is an element of A with the property that, for all
1<i<land1<j<n;, thereis a (possibly empty) open set U; , D B; ) in

X such that if © € U; 1, then fi(x) has zero crosses at indices k,k+ M, ...,

k+ (N —1)M and a block point at index k. Then there exists a unitary V € A

with the following properties:

(i) foralll1 <i<landl<k<n,;, there are open sets O; O B; i, in X; such
that Vi(x) fi(x)Vi(x)* has zero crosses at indices k., k+1,....,k+ N —1
whenever x € O; j;

(i) (Vi(z)fi(zx)Vi(x)*) <v(fi(x)) +2 for all1 <i <l andz € X,.

Proof. Apply Lemma 3.22 with the natural number N M, the index set K =
{0}, and closed sets F; := X; \ U for 1 <i <! and 1 <k < n; to obtain
a function © € A possessing the following properties:

(I) for all 1 <4< and z € X, ©;(r) is a diagonal matrix with entries in
[0,1] whose final NM diagonal entries are all 0 and such that at most one
of any NM consecutive diagonal entries is nonzero;

(IT) for all 1 <i<land 1 <k < n;, if ¢ ¢ U 1, then O;(x)rr = 0;

(I for all 1 <4 <[ and 1 < k < n;, there is a (possibly empty) open subset
O, C X; containing B; ; with the property that ©;(z)x,r = 1 whenever
x € Oi,k'

Now, fix 1 <i<l[. For 1 <k <mn; — NM, let u;, € C(X;, M,,) be the unitary

up(x) = diag(1r—1, W(Oi(2)k.k), L, — (N M+k-1))

where W is the unitary in C([0, 1], Mnar) given by Lemma 3.10 with 2z := 1,
2o =14+ M,....,2y =14+ (N —1)M. For n; — NM < k < ny, set ug = 1,,.
Define V; € C(X;, M,,,) to be the unitary

X
V; = H UL -
k=1

For z € X;, let K(x):={1 <k <mn;|0;x)r >0}, and write K(z) =
{k1,...,ks}, where k1 < --- < kg, and put ksy; :=n; + 1. Note that ky =1 by
(IIT) above since B;; = X; by Lemma 2.9, and for 1 <t <s, kep1 —ky > NM
by (I) above. If k ¢ K(z), then u; = 1,,. Hence, we may write

(21) ‘/Z(m) = H Uk, (Z‘) = diag(W(ei(x)khkl)v 1d17W(@i(x)k2,k2)v 1d27 sy
=1 W(0;()k, k.);1a,),

where dy := kyy1 — (ke + NM) for 1 <t <.
Let V := (V1,...,V}). In order to prove Lemma 3.27, let us show that (i)
holds, then that (ii) holds, and finally that V' € A.
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To prove (i) and (ii), fix 1 <i <!l and x € X;, and let K(x) = {k1,...,ks}
and ks11 be defined as above. For 1 <t < s, we have ©;(x)x, x, > 0. Hence, by
(IT) above, it must be that z € U, j, and, thus, f;(z) has a block point at index
k: and zero crosses at indices k¢, ki + M, ... ks + (N — 1) M by the assumption
of the lemma. Thus, f;(x) = diag(Q1,Q2,...,Qs), where Q; is a ki1 — k¢
block for 1 <t < s and has zero crosses at 1,1+ M,..., 1+ (N — 1)M. There-
fore, in light of the decomposition of V;(x) in equation (21), we may view
Vi(x) fi(x)Vi(z)* as a block-diagonal matrix diag(B, ..., Bs) with

Bt = diag(W(@i(m)kt,kt), ldt) . Qt . diag(W(@i(x)kt,kt), 1dt)*'
Thus, to prove (ii), it suffices to show that t(B;) < v(Q;) + 2. Furthermore, if
x € O, for some 1 < k < mn;, then by (III), ©;(z)kr =1 > 0, and so k = k;
for some 1 <t < s. Since the block B; begins at index k; down the diagonal
of Vi(z) fi(x)Vi(x)*, to prove (i), it suffices to show that B; has zero crosses at

indices 1,2,..., N whenever ©;(z)g, x, = 1.
To this end, fix 1 <t < s, and write

0, = D11 Di2
Do Day)’
where D11 € My, Do2 € Mg, and Dio and Doy are NM x dy and dy x NM
matrices, respectively. Note that D11 has zero crosses at indices 1,1+ M, ...,

1+ (N —1)M, while the rows of D12 and the columns of Ds; at these same
indices consist entirely of zeros. We may write

Bt:(m@i(x)kt,kt) 0NM><dt> <D11 Dlz) (W(@i(x)kt,kt)* oNdet)

Od,x N M 1a, D> Do 0d,x N M 1g,
_ (W(Oi(@)k k) D11 W (Oi (@) k)" WI(Oi(@) i ke ) D12
Doy W (O (), k)" Do '

If ei(x)kt,kt = 1, then

W) DuW(1)* W(1)D
Bt - < Dglv%/];(l)* D22 12).

By our definition of Wit follows by Lemma 3.10 that W (1)D1; W (1)* has zero
crosses at indices 1,2,..., N and that the first 1,2,..., N rows of W (1)D;2 and
columns of Dy W (1)* consist only of zeros. It follows that B; has zero crosses
at indices 1,2, ..., N, which, based on the aforementioned analysis, proves (i).

Let us now prove (ii) by showing that t(B;) < t(Q¢) + 2. By our definition
of W, we may apply Lemma 3.10 to obtain the following estimates:

t(W(Oi(2)k, k) D11 W (O4(2)k, k,)*) < v(D11) +2,
Onmxnm W(Oi()k, k) D12 Onmxnym  Dia
T S T ’
04, x N M 04, xd, Og,xnm Od,xd,
. ONMxNM ON M xd; <t Onmxnm  Onprxd,
Doy W (©i(x)k, k)" Odyxd, - Do 04, xd, '
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Combining these estimates gives

W(Oi(@)k, k, ) D11 W (Oi(T)k, k)" W(Oi()k, k,) D12
Y(Bt) = t<( D];lg[/(@i(m)kt,kt)* bk D:z b >)

S t(Qt) + 27

which proves (ii).

Finally, let us verify that V' € A. Suppose y € Y; decomposes into z1 € X, \
Yii,-- oz € X; \Y; . We have to show that V;(y) = diag(V;, (z1),. .., Vi, (x)).
Let K(y) ={1 <k <mn;|0O;¥)rr >0}, as defined above. Write K(y) =
{k1,...,ks}, where 1 = k; < --- < kg, and put ks41 :=n; + 1. As before, let
dy :=kip1 — (ke + NM) for 1 <t <s. Define B(y) :={1 <k <mn; |y € Bix}
By (III) above, B(y) C K(y). Hence, by Lemma 2.9, for each 1 < j < r, there
isat;e{l,...,s} such that 1 +n; +---+mn;,_, =k, (where ky, =1 =Fk; so
that ¢t; = 1); set t, 1 := s+ 1 so that ky, , = key1 =n; + 1.

Now, fix 1 < j <r, and observe that O, (x;)xr = Gi(y)ktjﬁ*k*l,ktj‘i'k*l'
Therefore,

K(zj) ={1 <k <ng | O (xj)pr > 0}
={k—ky +1|kecK(y)and ky; <k <k, }
={ks — ke, +1|t; <t <tjp1}
Moreover, if t; <t < tji1, then (ki1 — kg +1) — (ks — ke, + 1+ NM) = dy.

Given matrices E, ..., Ep, let @)_, B, := diag(E, ..., E,). Then, by the
computation of K (x;) above and equation (21), it follows that

Vi(w)) = @ diag(W(O, (25) ke ks, +1,ki— ke, +1);

t<t<t;
§St<tita 1(kt+1—ktj+1)—(kt—ktj+1+NM))

= P diag(W(Oi(W)k, k) La,)-
t;<t<tji1
Therefore,

diag(‘/il (xl)v SRR Vir (mf’)) = @ @ dia’g(W(@i(y)kt,kt)’ 1dt)

1<j<r t;<t<tji1

= @ dlag(W(el(y)kt,kt)v 1dt) = ‘/Z(y)v
1<t<s
where the last equality follows by equation (21). This shows that V' € A. The
proof of Lemma 3.27 is now complete. O

Lemma 3.28. Suppose A is a DSH algebra of length | and that 1 < N < s(A).
Suppose f € A is such that, for all 1 <i <1 and 1 <k < ng;, there is an open
subset U 1, C X; containing B, i, with the property that if v € U, i, then f;(x)
has zero crosses at indices k,k+1,...,k+ N — 1, and such that v(f;(z)) < N
for all x € X;. Then there is a unitary V € A such that, for all 1 < i <1 and
x € X, the matriz (fV);(z) is strictly lower triangular.
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Proof. Apply Lemma 3.22 with the natural number N, the index set K = {0},
and the closed sets Fj , := X; \ Ui for 1 <i <l and 1<k <n;. This yields
a function © € A with the following properties:

(I) forall 1 <4<l and z€ X;, ©;(z) is a diagonal matrix with entries in
[0,1] whose final N entries are all 0 and such that at most one of every N
consecutive diagonal entries is nonzero;

(I) forall 1 <i<land 1 <k <ny, if v ¢ U, , then ©;(x)xr = 0;

(IMforall 1 <i<land 1<k <n,, if x € B, then ©;(x)rr = 1.

Since N < s(A), we may, for each 1 <14 <[, define W,,, € C([0,1]™, M,,,) as
in Definition 3.16. For 1 <i <[ and z € Xj, deﬁne the unitary V; € C(X;, My,)
by

Vl(x) =Wy, (@i(x)l,la SE) el(m)nz,nz)v

and set V := (V4,..., V). Let us first argue that (fV);(z) is strictly lower
triangular for all 1 < ¢ <[ and z € X;, and then show that V € A.
Fix 1 < i<l and z € X;. From equation (9), we have

(22) (fV)i(z) = fi2)Wn, (©i(2)1.1,- - -, Oi@)n; ;)
n, 1
= fi()U[v5,,] H uy T) ket 1,k+1)-
If we write fi(z) =[C1] --- | Cy,], where Cj is the jth column of f;(x), then
Fi@ U 1Y = [Cnga| -+ [Cn, | Cy| -+ |Cy]. By the assumption of the

lemma, v(f;(z)) < N. Hence, all nonzero entries in the first 7, — N columns
of the matrix fi(a:)U[fyﬁ’im]N must lie strictly below the diagonal. But by
Lemma 2.9, x € B; 1 and, hence, by the assumptions of the lemma, f;(x) has
zero crosses at indices 1,..., N. In particular, the columns C,...,Cy consist
entirely of zeros. Therefore, f;(z)U ['yf‘n]N is strictly lower triangular. To
show that (fV);(x) is strictly lower triangular, we thus only need to verify
that (fV)i(z) = fi(z)U[y1%,]Y. To do this, it is enough, by equation (22), to
check that, for each integer N < k <n; — 1,

(23) [i@ U N, (0i(@)ks k1) = fila)U Y.

To this end, fix N <k <n; — 1. If ©;(x)g+1,k+1 = 0, then there is noth-
ing to show, since uk - (0;(2)k+1,k+1) = 1p, in this case. So we may assume
O;(2)k+1,541 > 0. Then by (II) above, necessarily, € U; ,4+1. Hence, by the
assumption of the lemma, f;(x) has zero crosses at indices k+ 1,...,k + N,
from which it follows that the columns Cj1,. . .,Cy4n consist entirely of zeros.
As noted above, these correspond to the columns of f;(z)U[y1", ]V at indices
k+1—N,..., k. By Definition 3.11, the columns of

Fi@ U N g, (0i(@) kg1 k1)

at indices k — N +1,...,kand n; — N +1,...,n; are linear combinations of the
same set of columns of f;(z)U[y, IV (i.e., of Cry1,...,Cryn,C1,...,Cn).
But every column in this latter set consists entirely of zeros. Hence, since
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multiplying by u;, (0i(%)k+1,k+1) on the right only alters columns at indices
k—N+1,...,kand n; — N +1,...,n;, equation (23) holds.

Let us now ensure that V € A. Suppose that 2 < i <[ and that y € Y;
decomposes into z1 € X;, \Yi,,...,zs € X;, \'Y;,. Then

(ei(y)l,lv sy @Z(y)nz,nz) = (@'Ll (ml)l,la ceey @1'1 (ml)ﬂil,ﬂil 5oy
O, (335)1,17 .04, (xS)ms,ms )

Define B(y) :=={1<k<mn; |y € B;x}. By Lemma 2.9, B(y) ={l=k <--- <
ks}, where ks =1+ n;, +---+mny,_, for 1 <t <s. Set kg1 :=n; + 1, and
note that ki1 — ke = ny, for all 1 <t <s. By assumption, n; > s(A4) > N, and
so, in light of (I) and (III) above, we may apply Lemma 3.17 with the vector
(G) W1,1,---,0i(Y)n, n,) and the set B(y) to obtain

‘/;(y) = Wm(@(y)l 1y-00) Gl(y)num)

_@Wnl ij 37] 11;---7@ij(3:j)nij,ni,)

J

= dlatg(Vi1 (z1),.-., Vi.(zs)),

where @jzl E; := diag(E, ..., Ey). Therefore, V € A. This completes the
proof of Lemma 3.28. U

3.29. Proof of the main theorem.

Theorem 3.30. Suppose
A1 A2 A3 —)AzhﬂAz

s a simple inductive limit of DSH algebras with diagonal bonding maps. Then
A has stable rank one.

Proof. For n € N, let p,, : A, — A denote the map in the construction of the
inductive limit, which is unital (since the bonding maps are) and, by Propo-
sition 2.19, we may assume, injective. Furthermore, we may assume that the
Aj’s are infinite-dimensional.

Fix e > 0 and a € A. Our goal is to find an invertible element o’ € A with
la —a’|| <e. To start, choose j € N and f € A; such that |la — p;(f)]| < e/4.
If f is invertible in Aj;, then p;(f) is invertible in A, in which case we are
finished. Thus, we may assume that f is not invertible in A;.

Since A; is infinite-dimensional, we may apply Lemma 3.24 with f, €/4,
and N = 6(4;) + M + 1, where M is the natural number depending on f
and €/4, coming from the statement of Lemma 3.24. This yields a function
[ e Aj with ||f — f'|| < e€/4, a j' > j such that s(A;) > NM, and unitaries
V,V' € A with the following two properties (we adopt the same notation for
the decomposition of Aj introduced just above Lemma 3.24):

(i) for any 1 <4 <l and 1 <k <mn,, there is a (possibly empty) open subset
Ui i of X; containing B; j such that (Vo ;(f')V’):(x) has zero crosses at
indices k, k+ M,k +2M,....,k+ (N — 1)M;
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(ii) for all 1 <i <1 and z € X;, we have t((V ;(f)V)i(z)) < &(4;) +
M —1.

Let f" =V ;(f )V € Ajr.

Next, apply Lemma 3.26 with A, f”, and ¢/4. This yields a function

g € Aj with ||g — f"|| < e/4 and, for 1 <i <1 and 1 <k < n;, open sets

O, C X; containing B;; on which g; always has a block point at index k;

moreover, for all 1 <7 <[ and x € X;, the matrix g;(x) has a zero cross at

every index that f/’(x) does, and v(g;(z)) < v(f/'(z)) < 6(A4,) + M — 1. Thus,
intersecting the O;’s with the U, ’s, we may assume that g;(z) has zero

crosses at indices k,k+ M, ..., k+ (N — 1)M whenever z € O, j.

Since s(Aj) > NM, we may now apply Lemma 3.27 on A with g and the

O;,’s above to obtain a unitary W € A;» with the following properties:

(I) foralll<i<land1<k<n;, there are open sets (’)g,k D B in X; such
that W;(x)g;(x)W;(x)* has zero crosses at indices k,k+1,...,k+ N —1
whenever x € O ;;

(I) c(Wi(z)g:(2)W;(x)*) <t(gi(z)) +2<S(4;) + M +1=Nforall1<i<I
and r € X;.

Let g’ := WgW* € A

Using these properties and the fact that s(A;/) > NM > N, we may apply

Lemma 3.28 on A;, with ¢’ and the (’);)k’s to conclude that there is a unitary

W' e Aj such that, for all 1 <i <! and z € X;, the matrix (¢'W’');(x) is

strictly lower triangular. Thus, ¢'W’ is a nilpotent element. As observed

in [21, Sec. 4], every nilpotent element of a unital C*-algebra is arbitrarily
close to an invertible element. Thus, there is an invertible element h € Aj

such that |¢/W' — h| < e/4.

Take o’ := pj (V*W*h(W')*W(V')*), and observe that a’ is invertible in A.

Then, since the u,’s are injective,

i (f) = @'l = by 5 (f) = VW (W) W (V)|
= VW WV (f )V W W' = R](W) W (V')
< VWHIW W W = R|[[[(W) W (V)"
= |Wf'W*W' —h|
<|[WF'W*W' = WgW* W' + |WgW*W' — hl|

<AW" = glW* W' + [|g' W' — h|
cELE_€
—4 4 2
and
€ €
la = pi (I < lla— pi (O + 15 (F) — 5 (F)] < vl L < 5
Therefore,
€ €
la—a'l < lla = sy (Pl + llas (F) =l < 5+ 5 =,
as desired. O
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3.31. Applications to dynamical crossed products. Let T be an infinite
compact metric space, and let h: T — T be a minimal homeomorphism. In
the final portion of this paper, we present two applications of Theorem 3.30,
both concerning the dynamical crossed product A := C*(Z,T,h). We show
that A has stable rank one (see Corollary 3.36), thereby affirming a conjecture
of Archey, Niu, and Phillips (see [3, Conj. 7.2]). We also apply a result of Thiel
from [23] to conclude that classification for A is determined by strict compar-
ison (see Corollary 3.37), which establishes the Toms—Winter Conjecture for
minimal dynamical crossed products.

The Toms—Winter Conjecture dates back to 2008 and stipulates that, for
separable, unital, simple, non-elementary, nuclear C*-algebras, three different
notions of regularity are equivalent. Below is a precise statement of the con-
jecture.

Conjecture 3.32 (Toms—Winter [9, 27]). Let A be a separable, unital, simple,
non-elementary, nuclear C*-algebra. The following statements are equivalent.
(i) A has finite nuclear dimension.

(ii) A is Z-stable; that is, A® Z = A.

(iii) A has strict comparison of positive elements.

At the time, part of this conjecture had already been established by Rgrdam,
who, in [22, Thm. 4.5 and Cor. 4.6], proved that (ii) implies (iii). Winter
showed in [26, Cor. 7.3] that (i) implies (ii). The work of various hands estab-
lished that (ii) implies (i) in special cases, but very recently, in [4, Thm. A],
this implication was shown to hold in full generality. Therefore, to establish
the conjecture for a given C*-algebra, one needs only to check that strict com-
parison of positive elements yields Z-stability.

Let 0 : C(T) — C(T) denote the automorphism arising from h given by
o(f) := foh™L. Let u denote the unitary in the associated crossed product A
implementing the o action, i.e., ufu* = o(f) for all f € C(T). Then A is the
C*-algebra generated by C(T') and u. Given a closed set S C T with nonempty
interior, let Ag denote the orbit-breaking sub-C*-algebra of A associated to S,
first introduced by Putnam in [19] for Cantor minimal systems and later by
Q. Lin and Phillips for more general minimal systems (see [13, 14, 15]); that is,
Ag is the C*-algebra generated by {f,ug | f € C(T),g € Co(T \ S)}, where we
adopt the shorthand Co(T'\ S) :={g € C(T) | g|s =0}. In [13, 14, 15], Q. Lin
and Phillips showed that Ag is a recursive subhomogeneous algebra, and in
fact a DSH algebra. We outline this below. For a more in-depth discussion,
see [14, Thms. 3.1-3.3].

Given s € S, let Ag(s) := min{n > 0| h"(s) € S} (the first return time
of s to §). Since T is compact, it follows that sup,.g As(s) is finite (see
also [15, Lem. 2.2]). Thus, there exist 1 < nf <nj <--- < nlS(S) such that
s(s) |s€S={ny |1<i<I(9)}. For 1 <i<I(S), let
XP =2 (nP) and Y = X7\ A5t (nd).

2
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Then, for given 1 < i < I(S) and y € Y, there are indices 1 < iy,...,4, < i
with y € X7\ Y;? such that nf +---+ nfp =n? and such that h¥(y) € S if
and only if k =n? +---+ nfj for some 1 < j < p. Note, too, that

pri (y) € X{? \Yf for all 2 < j <p.

Then Ag is isomorphic to a sub-C*-algebra of @ifl) C(X$, My,s), where an
element (f1,..., fis)) of @li(zsl) C(X$, M,s) is in Ag if and only if, for given
1<i<I(S)and y € Y,

Fily) = diag(fi, (), oo (B3 (), - -, fi, (BP0 75,1 (),

where 41, ..., are as described above. It follows that Ag is a DSH algebra.

Lemma 3.33. Suppose RC S CT. Let 1 <i<I(R) and z € X'\ V! =

Mg (nlt). Then there are indices 1 < iy, ...,ig <1(S) such that

(i) nfl _|_..._|_n%9q an;

- R pk ; 1 S s

(i) for all 1 <k <n;*, h¥(x) € S if and only if k = nj +---+ng, for some
I<j<g ; <

(iii) z € X2 \Y? and, for all2 < j < gq, h™at T (z) € X{j \Y:

Proof. Since R C S and the sets XJS \ YjS for 1 < 5 <I(S) partition S, there
is a unique 1 <4y < 1(S) such that z € X \ Y7, Moreover, nf = Ag(z) <
Ar(z) =nf. If nf =nf, then there is nothing to show. Otherwise, there is
an iy such that h"i (z) € XZ\YS. Note that nf = As(h™ (z)) < nf—nf.
If nf, = nf® —nj, the desired result follows. Otherwise, we let i3 be such
that h™1 ™" (z) € X2 \ Yy and proceed as before. Eventually, this process
terminates (when nf + .-+ nfq = nf) and yields indices with the desired

properties. This proves the lemma. O

By [15, Prop. 2.4], there is a unique homomorphism
1(S)
s : As = @ C(X7, Mys)

i=1
with the property that, for f € C(T) and g € Co(T' \ 5),
. ns
(24) ’YS(f)l:dlag(foh|Xfafoh2|Xfaafohl Xf)
and
0
go h|X§ 0
(25)  vs(ughi = go h?|xs

0
go hnf*1|X.S 0

for 1 <4 <(S5).
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Now, fix R C S C T. By examining the generating sets, it follows that Ag
is contained in Ag. Let 1 : As — Ag denote the inclusion map.

Lemma 3.34. ¢ is a diagonal map (see Definition 2.4) between DSH algebras.

Proof. Fix 1 <4 <I(R) and z € X'\ Y& = A" (nF). By Lemma 3.33, there
are indices 1 <iy,...,34 <I(S) such that
(i) for all 1 <k < an, hk(x) € S if and only if k = g; for some 1 < j < g,
where §; ::nf1 —l—---—i—nfj;
(iii) for all 1 < j < g, h%~1(x) € X7\ V7 (here B := 0 so that z € X7 \ V7).
Let us show that z decomposes into A% (z) = z, %1 (x),..., hBa—1(z) under 1.
Suppose that f € C(T'). Let us begin by verifying that
(26) Yr((f))i(x) = diag(vs(f)i (2), 15 (i (B (2)), .-,
vs(f)i, (W11 ().
Fix 1 < j < ¢. By equation (24),

v5(F)s, (W (x)) = diag (f (h(h*~ (2))), ..., F(H" (WP~ ()
= diag(f (¥~ (@)),..., f(h¥ (2))).
Hence,
diag (vs(f)i, (@), 75 (f)iz (B (), -+, v5(f)i, (B2 (2)))
= diag(f (A" (2)),..., f(W7 (@), ..., SO @), f (BP0 (2))
= diag(f(h()),..., f("" (2)))
=vr(f)i(),

which yields equation (26).
Next, suppose g € Co(T"'\ S). Let us show that

(27) Yr($(ug))i(x) = diag(ys(ug)i (), 75 (ug)iy (B (), .. .
s (ug)i, (W71 (x))).
By equation (25),

0
g(h™*~1(z)) 0

For 1 < j < ¢, we have h%i (z) € S by property (ii) above so that g(h% (z)) = 0.
Hence, partitioning {1,2,...,n*} into the sets {8;_1 + 1,...,53;} for 1 <j <g,
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we may view vYr(ug);(z) as a block-diagonal matrix diag(Bi, ..., By), where
0
g(hfi=r+ (@) 0
B = o2 (2))
0

g ) 0
= s (ug)y, (1 ()

which yields equation (27).

We have shown that x decomposes into h%(x) = z, hP1(x), ..., hP1(x)
under 1) on the generators of Ag. Let us now use continuity to prove that this
decomposition is maintained for all elements of Ag. Let a € Ag be arbitrary.
By definition, we may write a = lim,, oo w,,, where for each n € N, w,, is a word

in C(T)UuCy(T\ S)UCo(T\ S)u*. By equations (26) and (27),

YR (wn))i(x) = diag (vs (wn)i, (), 75 (wn)iy (W7 (2)), . ..
7 (wn)i, (K7 (2)))

for all n € N. Hence, by continuity of *~-homomorphisms,
r(1(a))i (@) = lim ya(th(w,))i(x)
— i diag(ys(wn)s, (). 75 (0n)e (05 2). ..
v (wn)i, (B711 (x)))
= diag(vs(a)i, (2), 75 (a)iy (W7 (2)), .., s (a)i, (RP1 (2))),

which yields the desired diagonal decomposition and completes the proof of
Lemma 3.34. O

Theorem 3.35. Let T be an infinite compact metric space, and let h: T — T
be a minimal homeomorphism. Given a non-isolated point x € T, the orbit-
breaking subalgebra A¢yy of A:= C*(Z,T,h) is a simple inductive limit of DSH
algebras with diagonal maps. In particular, Ag,y has stable rank one.

Proof. Choose a sequence S1 D Sy D --- of closed sets with nonempty interior
such that ()~ ; S, = {z}. For each n € N, let Ag, C A denote the subalgebra
as described above, and let ¢, : Ag, — Ag, ., denote the canonical inclusion.
Since U,—, As, = Ajgy, it follows by Lemma 3.34 that Ag,y is an inductive
limit of DSH algebras with diagonal maps. Moreover, by [14, Thm. 1.2], A,
is simple (see [16, Prop. 2.5] for a proof). Therefore, by Theorem 3.30, Ay,
has stable rank one. (]

Corollary 3.36 (cp. [3, Conj. 7.2]). Let T be an infinite compact metric space,

and let h: T — T be a minimal homeomorphism. The dynamical crossed prod-
uct A= C*(Z,T,h) has stable rank one.
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Proof. Let x be any non-isolated point in 7. By Theorem 3.35, Ay} has stable
rank one. Since h is minimal and T is infinite, h™(x) # « for all n € N. Thus, on
combining [18, Thm. 7.10] with [3, Thm. 4.6], it follows that A, is a centrally
large subalgebra of A. But by [3, Thm. 6.3], any infinite-dimensional unital
simple separable C*-algebra containing a centrally large subalgebra with stable
rank one must itself have stable rank one. O

Corollary 3.37. Let T be an infinite compact metric space, and let h : T — T
be a minimal homeomorphism. The dynamical crossed product A := C*(Z,T,h)
18 Z-stable if and only if it has strict comparison of positive elements.

Proof. Let x be any non-isolated point in 7. By Theorem 3.35, A,; has
stable rank one. Thus, by [23, Thm. 9.6], the Toms—Winter Conjecture (Con-
jecture 3.32) holds for Ag,y. In particular, A,y is Z-stable if and only if it has
strict comparison of positive elements. But by [2, Thm. 3.3 and Cor. 3.5], A is
Z-stable if and only if Ay, is. Furthermore, by [18, Thm. 6.14], A has strict
comparison if and only if Ay,y does. Therefore, Corollary 3.37 follows. g

Remark 3.38. Using the same ideas as those in the proof of Theorem 3.35,
one can show that the orbit-breaking simple subalgebras constructed by Deeley,
Putnam, and Strung in [6] also have stable rank one, despite possibly not
being Z-stable. Although, the closed subset of the underlying infinite compact
metric space used in their construction need not be a singleton set, it still
has the property that it meets every orbit exactly once and, thus, is a simple
inductive limit of DSH algebras with diagonal maps.
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