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»-.. die Menschen werden sich der Tatsache bewusst,
dass der Fortschritt der Wissenschaft und der Technik nicht
dem Fortschritt der Menschheit [...] entspricht.”

(LS 13)

Die Macht der Muster. Die soziotechnische
Selbstgefdhrdung der Gesellschaft

Zusammenfassung

Technik beeinflusst in vielfiltiger Weise die Handlungsmaglichkeiten, das Selbstverstind-
nis und das Selbstverhiltnis von Einzelnen sowie die Dynamiken, das Positionsgefiige
und die Normalitédtsverstandnisse von Gesellschaften. Diese Konstellation kann als
Technokratie analysiert werden, die idealtypisch in zwei Formen unterschieden werden
kann. Zum einen stehen eigendynamische soziotechnische Entwicklungen dem Indivi-
duum gegeniiber. Die Probleme einer ,,unvollkommenen Technik®, die aus einer feh-
lenden gesellschaftlichen und 6kologischen Einbettung resultieren, manifestieren sich
als Nebenfolgen des Normalbetriebs. Zum anderen handelt es sich um gezielte Macht-
austibung durch konkrete Akteure. Im Bereich der Digitalwirtschaft werden zentrale
Problemfelder untersucht. Alles in allem zeigt sich in der soziotechnischen Entwicklung
eine neue Form der Selbstgefahrdung der modernen Gesellschaft.

Abstract

Technology exerts a profound influence on the scope for action, self-understanding and
self-relationship of individuals, as well as the dynamics, positional structures and pat-
terns of normality in societies. This constellation can be analysed as technocracy which
manifests itself in two ideal-typical forms. On the one hand, self-dynamic socio-tech-
nical developments confront the individual. The problems of “imperfect technology”,
which result from a lack of social and ecological integration, manifest themselves as
side effects of normal operation. On the other hand, there is the deliberate exercise of
power by specific actors. Key problem areas in the digital economy are being investi-
gated. All in all, socio-technical development reveals a new form of self-endangerment
in modern society.

1 Die Ausgangslage: das technokratische Paradigma

Der Technik- und auch der technikkritische Diskurs sind vielstimmig.
Die folgenden Uberlegungen nehmen ihren Ausgang von der 2015 von
Papst Franziskus veroffentlichten Enzyklika Laudato si’ (LS). Sie bietet
sich an, weil sie das Technische konsequent mit vielfiltigen gesellschaft-
lichen Belangen verkniipft, weil sie verschiedene denkerische Tradi-
tionen verbindet und weil sie eine sehr grofSe und positive Resonanz
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erfahren hat und somit wohl vielen aus dem Herzen spricht. Allerdings
ist die Perspektive problemorientiert und behandelt vorwiegend nega-
tive Formen des Umgangs mit Technik. Zudem muss der Technikbe-
griff geklirt werden. Dazu bietet sich das Konzept der ,Realtechnik®
(Gottl-Orttlilienfeld 1923, 9) an, das in Abgrenzung von einem rein
gegenstandsbezogenen Verstindnis Technik in die soziale Praxis einbet-
tet. Realtechnik ,,umfasst (a) die Menge der nutzenorientierten, kiinst-
lichen, gegenstindlichen Gebilde (Artefakte); (b) die Menge mensch-
licher Handlungen und Einrichtungen, in denen Artefakte entstehen;
und (c) die Menge menschlicher Handlungen, in denen die Artefakte
verwendet werden® (Ropohl 1985, 61).

Der Leitbegriff von Laudato si’zur Thematisierung der gegenwirtig
vorherrschenden technischen Verhiltnisse ist der des technokratischen
Paradigmas. Damit wird auf den ersten Blick das Problematische an
der Technik klar. Sie herrscht bzw. ist in Herrschaftsverhiltnisse ein-
gebunden. Diese Diagnose umfasst materielle, soziostrukturelle und
kulturelle Aspekte.

Das technokratische Paradigma fiihrt die gesellschaftliche Entwicklung
strukturell in die falsche Richtung. Es entspringt einer reduktionisti-
schen Sicht auf Mensch, Gesellschaft, Technik und Natur und befér-
dert sie zugleich (vgl. LS 106). Infolgedessen findet der Mensch seinen
wahren Platz in der Welt nicht und missversteht sich selbst. Er triumt
einen ,prometheische[n] Traum der Herrschaft iiber die Welt“, anstatt
sich ,als verantwortlichen Verwalter zu verstehen“ (LS 116). Dabei fin-
det eine Konzentration der technik-basierten Macht in den Hinden
weniger statt, die sich geschickt der demokratischen Kontrolle entziehen
(vgl. LS 104; 1295 134). Zudem ist die Gefahr grof3, dass diese Macht zum
Schlechten verwendet wird, ,,denn das enorme technologische Wachs-
tum ging nicht mit einer Entwicklung des Menschen in Verantwortlich-
keit, Werten und Gewissen einher® (LS 105). Es fehlt den Menschen die
»moralische[] Phantasie” (Anders 2010, 271; vgl. Guardini 1986, 60—61;
Jonas 1997, 174—178), sich intellektuell wie affektiv vorzustellen, was
sie herstellen und mit ihren Entwicklungen bewirken kénnen. Das im
Hintergrund stehende grofle Missverstindnis, Technik als etwas Neu-
trales zu betrachten (vgl. LS 136; Guardini 1986, s1), verstirke eine Kultur
der Unachtsamkeit. Bei Entscheidungen iiber technische Innovationen
werden negative Nebenfolgen oft ausgeblendet, Risiken werden norma-
lisiert (vgl. Beck 1986).
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Der technische Fortschrittsprozess macht sich zum Selbstzweck (vgl.
LS 114). ,Das technokratische Paradigma ist [...] heute so dominant
geworden, dass es sehr schwierig ist, auf seine Mittel zu verzichten, und
noch schwieriger, sie zu gebrauchen, ohne von ihrer Logik beherrscht
zu werden® (LS 108). Insofern hat das technokratische Paradigma einen
totalen Charakter (vgl. Heidegger 1994; 2000). Zugleich entfaltet die
technische Entwicklung eine kaum zu bremsende Eigendynamik und
verabsolutiert die ,Idee eines unendlichen und grenzenlosen Wachs-
tums“ (LS 106). Die Beschleunigungsgesellschaft ist durch eine dynami-
sche Selbststabilisierung gekennzeichnet und droht ohne permanentes
Wachstum zu kollabieren (vgl. Rosa 2016, 671-690). Sie tiberfordert
gleichermaflen die Eigenrhythmen der Natur wie der vielféltigen sozia-
len Einheiten.

Mit dem Aufstieg des naturwissenschaftlich-technischen Denkstils
geht eine Aufsplitterung des Wissens einher (vgl. LS 107). Dies ver-
hindert, dass ein Sinn fiir das Ganze entsteht (vgl. LS 1105 135). Zum
einen sind die Wissenschaften aufgrund ihrer diszipliniren Zustindig-
keitsgrenzen nicht in der Lage, eine Gesamtperspektive und auf dieser
Basis ein Gesamtkonzept zu entwerfen, um die vielen zusammenhin-
genden Probleme zu losen. Zum anderen fiihlen die Menschen nicht
ihre geschwisterliche Verbundenheit mit den Mitgeschépfen. Es wird
weder wissenschaftlich erkannt noch existenziell erfahren, dass alles mit
allem verbunden ist (vgl. LS 42; 91; 117 u.6.).

Ausgehend von dieser Problematisierung der aktuellen soziotechni-
schen Konstellation werden im Folgenden zwei idealtypische Gestalten
von Technokratie unterschieden. Zum einen zeigt sich die soziotechni-
sche Entwicklung als ein eigendynamischer Prozess. Zum anderen wird
Technik von Einzelnen, Gruppen und Organisationen bewusst genutzt,
um eigene Interessen durchzusetzen. Da dies je nach Sachbereich sehr
unterschiedlich ausfillt, konzentriert sich die vorliegende Analyse auf
den digitalen Kapitalismus. Die gewihlte Perspektive ist bewusst eine
kritisch-problemorientierte, die — auch aus Platzgriinden — die Errun-
genschaften und Chancen nicht weiter thematisiert, ohne sie deswegen
zu verleugnen (zur Einordnung kritischer Zuginge zur Digitalisierung
vgl. Hofmann/Iglesias Keller 2024, 324—325).
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2 Die Nebenfolgengesellschaft
2.1 Die unvollkommene Technik

Die technische Entwicklung ist ein selbstorganisierter Prozess, was gesell-
schaftstheoretisch und nicht technikdeterministisch zu verstehen ist. Sie
erzeugt Anwendungsmdglichkeiten, Bediirfnisse und Weiterentwick-
lungen, die anfinglich nicht vorgesehen waren. So betrachtet ist der
Ausdruck Technokratie wortlich zu verstehen. Technik beherrscht sich
selbst in dem Sinn, dass der Entwicklungsprozess eigendynamisch ver-
lauft und sich gesellschaftlich nicht direkt steuern lisst (vgl. Lem 1976;
Lenk/Maring 2001, 100; Baecker 2007, 169—172; Nassehi 2019, 213—214;
314—315; Seemann 2021, 106—107).

Die in Laudato si’ aufgefihrten Problemanzeigen lassen sich mithilfe
von Ropohls (1985) Uberlegungen zur ,,unvollkommenen Technik“ diffe-
renzieren und weiterfithren. Bei den meisten Geriten handelt es sich um
»ingenieurtechnische Produkte® (Ropohl 1985, 113; vgl. ebd. 109-176),
die als solche i.d. R. gut funktionieren. Doch in dieser isolierten oder
reduktionistischen Sicht fehlen wesentliche Dimensionen. Es wird zu
wenig bedacht, welche Kompetenzen die menschlichen Nutzer*innen
bendtigen und wie sie sie erwerben; ferner, welche 6kologischen Aus-
wirkungen sich ergeben; und schliefllich, welche gesellschaftlichen Insti-
tutionen erforderlich sind, damit die technische Nutzung insgesamt
zu einer guten gesellschaftlichen Entwicklung beitrigt. Mit Blick auf
die Kritik am technokratischen Paradigma sind v.a. die beiden letzten
Aspekte relevant. Der zentrale Problemtypus im Bereich des Techni-
schen ist somit nicht der Unfall, sondern der Normalbetrieb (vgl. Jonas
1984), der eine Eigendynamik entfaltet. Als methodischer Schliissel zur
Analyse des kritisierten technokratischen Paradigmas kann das Konzept
der Nebenfolgengesellschaft dienen (vgl. Beck 1986). Die Nebenfolgen
manifestieren sich — fiir gewohnlich miteinander vermengt — als Verin-
derung von Optionen, was von manchen als Gewinn, von anderen als
Verlust, Einschrinkung oder Benachteiligung erlebt wird, als Anpassungs-
notwendigkeit, als Erzeugung neuer Probleme und als Externalisierung
oder Wiederkehr bekannter Probleme.
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2.2 Die Eigendynamik der soziotechnischen Entwicklung

Die soziotechnische Eigendynamik wird theoretisch unterschiedlich
modelliert, wie etwa im weiten Feld der Akteur-Netzwerk-Theorie bzw.
der Science and Technology Studies durch den Fokus auf Netzwerkeffekte,
wodurch fiir gewdhnlich als getrennt angesechene Phinomene zu ver-
schachtelten Einheiten zusammengefiihrt werden (z. B. Latour 2007;
Davies 2025). Mit einem dhnlichen Augenmerk auf Relationen arbei-
ten postphinomenologische Ansitze heraus, inwiefern Technik durch
verschiedene Formen von Vermittlung in der Mensch-Welt-Beziehung
konstitutiv fiir Lebensfithrung und Selbstverstindnis des Menschen ist
(vgl. Ihde 1990; Verbeek 2005). In anderer Weise betonen systemtheo-
retische Ansitze den sich selbst verstirkenden Effekt des Funktionierens
von Technik (vgl. Nassehi 2019). Dabei tragen auch Problemlésungen
zur Beschleunigung des gesellschaftlichen Wandels bei, insofern sie die
Rahmenbedingungen verindern und somit Instabilitit erzeugen (vgl.
Hiuflling u.a. 2021, 415). Ahnlich entwirft die Innovationsforschung
Analysemodelle, um nachzuzeichnen, wie neue Techniken nach ihrer
Entwicklung in Nischen sich unter den gegebenen soziotechnischen
Bedingungen gegen Etabliertes durchsetzen und dann neue soziotech-
nische Landschaften prigen kénnen (vgl. Geels/Schot 2007).

In dieser soziotechnischen Eigendynamik, d.h. in der Nichtvorher-
sehbarkeit sowie in der Ambivalenz der Entwicklung (vgl. Whittlestone
u.a. 2019, 19—27), liegt ein wesentlicher Grund fiir das Unbehagen an
der gegenwirtigen Technikentwicklung.' Techniken entfalten eine spezi-
fische Macht. Sie sind aktive und eigenwillige Mittler, die andere Mitt-
ler zu bestimmten Handlungen bewegen und darin sehr wirksam sind.
Denn die Nichtbefolgung technischer Imperative vereitelt i.d. R. die
Zielerreichung (vgl. Grunwald 20193, 149—153). Gleichzeitig sind solche
Vorgaben meist einfacher zu ertragen als menschliche Anordnungen. Sie
wirken in einer nicht bevormundenden Weise direktiv (vgl. Luhmann
1998, 518, 522—523; Nassehi 2019, 205—208, 326—327).

1 Verschirft wird sie durch eine weitere Dynamik, die ebenfalls unter der Rubrik
der Technokratie diskutiert werden kann und die in weiten Teilen der Literatur
zur Digitaltechnik eine grofle Rolle spielt, nimlich ,Handlungen® oder ,Ent-
scheidungen® durch Kiinstliche Intelligenz (vgl. z. B. Coeckelbergh 2020).
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2.3 Gestaltungsansitze

Die meist inkrementalen, teils disruptiven Verdnderungen (vgl. Grunwald
2019b; Poel u.a. 2023) rufen zuweilen ,sich fortpflanzende Netzwerke
sozio-technischer Probleme® (Hiuflling u. a. 2021, 415) hervor. Wie damit
in einer personen- und schépfungsgerechten Weise umzugehen ist, ist
fur die verschiedenen Handlungsfelder einzeln zu diskutieren. Dennoch
lassen sich einige iibergreifende Ansatzpunkte benennen.

Ein klassischer Hebel sind politisch-rechtliche Vorgaben. In eigendyna-
mischen Prozessen konnen gesellschaftlich erwiinschte Zwecke tiber
Formen der Kontextsteuerung angezielt werden (vgl. Willke 1995, 124).
Dies kann durch die Vorgabe von Standards erfolgen, die zur jeweiligen
Dynamik passen und sie nutzen. Beispiele sind das in Japan 1998 einge-
fithrte Top-Runner-Modell, das den durchschnittlichen Energieverbrauch
der besten Gerite zum verbindlichen Standard der nichsten Entwicklun-
gen macht und so zu einer sich selbst verstirkenden Effizienzsteigerung
tuhre (vgl. IEA 2024), oder das deutsche Erneuerbare-Energien-Gesetz
aus dem Jahr 2000 (vgl. Hiuf8ling u.a. 2021, 426). Verschiedenartige
Vorgaben zu Kompatibilitit, Interoperativitit, Wiederverwertung, Repa-
raturfreundlichkeit, Dark Patterns, Transparenz oder Erklirbarkeit von
Geridten und Programmen, wie sie aktuell auf EU-Ebene eingefiihrt
oder geplant sind (vgl. Coeckelbergh 2020, 150-161), kénnen ebenfalls
fir die von Ropohl (1985) angemahnte bessere soziale und 6kologische
Passung sorgen.

Technikforschung konnte ferner stirker partizipativ gestaltet werden
(vgl. Grunwald 2010, 190-197; Coeckelbergh 2020, 167-181). Dadurch
wiirde nicht nur mehr Transparenz erzielt, die Offentlichkeit wire auch
jenseits parlamentarischer Verfahren an der Entwicklung stellvertretend
beteiligt. Ein gutes Beispiel sind Biirger*innenkonferenzen. Eine solche
wurde etwa begleitend zur Xenotransplantationsforschung durchgefiihrt
(vgl. Kégel/Marckmann 2021). Auch Reallabore konnen eine frithzeitige
Beteiligung an transformativer Forschung eréffnen (vgl. Parodi/Beecroft
2021; Boschen 2023).

Da manche technischen Entwicklungen grundlegende soziokulturelle
Verinderungen nach sich ziehen, ist es sinnvoll, in der Technikforschung
und Technikfolgenabschitzung jenseits quantifizierender und rechtlicher
Bewertungen auch eine sozial-hermeneutische Ausrichtung zu etablie-
ren. So hat die Einfithrung des Fernsehens innerhalb weniger Jahrzehnte
die Formen der Freizeitgestaltung, des sozialen Miteinanders und der
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Zeittaktung stark beeinflusst (vgl. Ropohl 1985, 152, 162). Derartige Ent-
wicklungen betreffen die Art der Lebensfithrung und lassen sich nicht
nach deontischen, sondern nach aretaischen Kriterien beurteilen (vgl.
Vallor 2016). Diesbeziiglich besteht in der freiheitlich-pluralen Gesell-
schaft eine Vielfalt an Ansichten, die in hermeneutisch angelegten Sze-
narien entfaltet werden kénnen. Solche qualitativen Modellierungen
regen dazu an, iiber mogliche Gestalten einer erstrebenswerten Zukunft
zu diskutieren (vgl. van Notten u.a. 2003, 429; Bérjeson u.a. 2006,
725—730; Kosow/GafSner 2008, 30-35; Grunwald 2015; Ostheimer 2020;
2024, 32—39). Auch transdisziplindr durchgefithrte Vision Assessments
stellen eine interaktive sozio-epistemische Praxis dar, um mit Blick auf
neuartige Techniken gesellschaftliche Erwartungen und Bedeutungs-
zuschreibungen diskursiv fassbar zu machen (vgl. Sotoudeh/Gudowsky
2018; Losch u.a. 2021) und so dem beklagten Mangel an moralischer
Phantasie entgegenzuwirken. Ebenso versuchen der im Kontext von
EU-Regulierungsvorhaben entstandene Ansatz Responsible Research and
Innovation oder die Weiterentwicklung von CSR zu Corporate Digital
Responsibility, Forschende, Unternehmen und gesellschaftliche Akteure in
einen transparenten Austausch tiber die moralische Akzeptanz und gesell-
schaftliche Wiinschbarkeit von Entwicklungen zu bringen (vgl. Schom-
berg 2013, 63; Bogner u.a. 2015; Grinbauer 2021; Sand 2021; Filipovic
2024). Der Guidance Ethics Approach setzt nochmals stirker einen posi-
tiv-gestaltenden Akzent, indem er daran mitwirke, die soziotechnischen
Bedingungen fiir die Erreichung der gesellschaftlich gewiinschten Ziele
zu schaffen (vgl. Verbeek/Tijink 2020).

Sehr viel grundsitzlicher sind Vorschlige einer Entschleunigung der
Gesellschaft, einer Postwachstumswirtschaft oder einer stirkeren Fokus-
sierung auf commons. Auf diese Weisen wiirden die Einflussméglichkeiten
des Kapitals beschrinkt und soziotechnische Erzeugnisse dekommodi-
fiziert. Die Distributionssphiren fiir wichtige gesellschaftliche Giiter
wiirden besser getrennt, was nach Walzer (1994) die Grundlage sozialer
Gerechtigkeit ist.

3 Daten und Kontrolle - Macht im Digitalkapitalismus
Eine zweite Form von Technokratie manifestiert sich als ein gezieltes

Agieren einzelner Personen und Organisationen. Die starke Konzentra-
tion technik-basierter Macht jenseits demokratischer Kontrolle (vgl. LS
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104; 129; 134) wird im kommerziellen Internet besonders deutlich (vgl.
Nemitz 2018, 2), das daher exemplarisch fiir diese zweite technokratische
Konfiguration stehen kann. Infolge der digitaltechnischen Entwicklun-
gen bildet sich eine neue Wirtschaftsform, die oft als Digitalkapitalismus
oder als Plattformwirtschaft bezeichnet wird. Sie dringt allmihlich in
alle Lebensbereiche ein und schafft ,eine neue Konzentration 6konomi-
scher Macht“ (Staab 2021, 14; vgl. Fuchs 2023). Diese Macht beruht auf
mehreren zusammenhingenden Faktoren, die sich wechselseitig stiitzen
und vorantreiben. Die wichtigsten Aspekte sind die zunehmende Uber-
wachung und Kommodifizierung privater und 6ffentlicher Bereiche, die
Bildung proprietirer Mirkte einschliefSlich der Privatisierung wesentlicher
Bereiche der digitalen Infrastruktur sowie eine neue Prekarisierung der
Arbeitsverhiltnisse. Ungeachtet der Unterschiede bei der Beschreibung
und Deutung des Digitalkapitalismus herrscht eine weitgehende Uber-
einstimmung bei der Ansicht, dass die Digitalitit allein nicht den her-
meneutischen Schliissel fiir das Verstindnis der aktuellen Entwicklung
darstellt, sondern dass der 6konomische Rahmen mindestens ebenso
entscheidend ist.

3.1 Die 6konomische Bedeutung von Daten

Die prima materia des digitalen Kapitalismus sind Daten. Sie sind der
Treibstoff der Entwicklung und die Grundlage des Gewinns. Das Digitale
auf den Begriff gebracht bedeutet ,,nichts anderes als die Verdoppelung
der Welt in Datenform mit der technischen Maoglichkeit, Daten mitein-
ander in Bezichung zu setzen, um dies auf bestimmte Fragestellungen
riickzuiibersetzen® (Nassehi 2019, 33—34). Durch das Erzeugen, Sam-
meln, Systematisieren und Auswerten grofer Datensitze ldsst sich die
»2Kumulation des je individuellen Verhaltens [...] zu ,gesellschaftlichen’
Mustern aufrunden [...], mit denen man digital sicht, was analog ver-
borgen bleibt* (Nassehi 2019, 50). Auf Basis der durch Rekombination
der Daten erzeugten neuen Erkenntnisse lassen sich relativ passgenaue
Werbe- oder Handelsmoglichkeiten entwickeln und gewinnbringend
verkaufen.

Eine neue Qualitit erreicht die Gewinnung von Daten durch eine
Konfiguration, die als Internet der Dinge, ubiquitires Computing oder
smart everything eher verschleiert als angemessen beschrieben wird. Der
digitale Kapitalismus verldsst den virtuellen Raum und breitet sich in
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der materiellen Welt aus, nicht nur in Fabrikhallen (Industrie 4.0), son-
dern ebenso im privaten Raum. Durch tragbare und vernetzte Senso-
ren (wearables), durch ,intelligente® Gerite aller Art wie Kiihlschrinke,
Thermostate, Saugroboter oder Spielsachen und durch ,Assistenten‘ wie
Amazons Alexa werden Privatriume und Offentlichkeit vermessen. Auch
der Gesundheitssektor erzeugt mit Fitnesstrackern, Gesundheits-Apps
oder Ambient Assisted Living eine grofle Menge an Daten. In Verbin-
dung mit den zahllosen Kameras und WLAN-Hotspots in 6ffentlichen
und halbéffentlichen Rdumen entsteht ein digitales Panoptikum (vgl.
Robins/Webster 1988, 58—62; Reichert 2016, 194—197; Gugutzer 2016;
Lupton 2016; Zuboff 2018, 231—267; 284—289; 295—-309; 335—383; Stalder
2021, 189-192).

Noch lukrativer wird das Verwerten von Daten, wenn ein konkre-
tes Verhalten initiiert oder modifiziert werden kann (vgl. Zuboff 2018,
235—236; 335—383; Nasschi 2019, 200—-205). Digitale Gerite kénnen in
Echtzeit die Umwelt verdndern, etwa zentral die Heizung in Privatwoh-
nungen steuern, oder durch gezielte ,,Anst68e” (vgl. Thaler/Sunstein
2008) Menschen animieren, sich mehr zu bewegen, frither ins Bett zu
gehen, ein bestimmtes Café zu besuchen oder bei der Autofahrt eine
bestimmte Route zu wihlen. Sie konnen auf diese Weise einen Beitrag
zu einer nachhaltigen oder gesunden Lebensfithrung leisten. Sie kon-
nen aber auch soziale Ungleichheit verfestigen, wenn wie im Roman
QualityLand, der den Digital- und Uberwachungskapitalismus aufs
Korn nimmt, selbstfahrende Autos die Zufahrt in schlecht beleumun-
dete Viertel verweigern (vgl. Kling 2020, 15-16).

3.2 Aneignung privater Erlebnisse und 6ffentlicher Guiter

Hinter diesen Formen von Kontrolle® liegt eine zweite Form von Macht.
Mit der Entwicklung einer digitalisierten Form von Kapitalismus geht
eine Umdeutung von Privatsphire und 6ffentlichen Giitern einher. Pri-
vate Handlungen, Gespriche, Erlebnisse und Erinnerungen wie auch
Wohnungen und Girten werden in Daten ibersetzt und zugleich damit

2 Ahnliche Nutzungspraktiken auf der Basis von Big Data und Microtargeting fin-
den sich zunehmend auch im politischen Bereich; vgl. Nida-Riimelin/Weidenfeld
2018, 164-176; Zuboff 2018, 148—149; 319; 341—352; Sunstein 2018; Dyk 2021;
Coeckelbergh 2022, 62—92.
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angeeignet. Damit wird das moralische Recht auf Privatsphire, Selbst-
bestimmung und ,,Datensouverinitit® (Augsberg/Gehring 2022) verletzt,
ohne dass dies Konsequenzen hitte. In dhnlicher Weise werden offent-
liche Rdume vermessen und gefilmt und die anfallenden Daten als Pri-
vateigentum behandelt, wie man etwa bei Google Maps und namentlich
dem Street-View-Projekt beobachten kann (vgl. Zuboft 2018, 168—183).

Die Schieflage im Verhiltnis von Offentlich und Privat zeigt sich ferner
darin, dass die IKT-Grundlagenforschung, die Entwicklung des Internets
und der Aufbau der Infrastruktur grof3teils 6ffentlich finanziert wurden
und werden, wihrend die Gewinne bei den Unternehmen anfallen. Bei
aktuellen Projekten zur Ausstattung sog. Smart Cities mit umfassenden
Sensorsystemen findet sich eine dhnliche Kosten-Nutzen-Verteilung.
Dariiber hinaus steigen seit einigen Jahren die Leitunternehmen des
Digitalkapitalismus in den Betrieb der Infrastruktur ein. Dies steigert
ihre wirtschaftliche Macht und kann die Netzneutralitit gefihrden (vgl.
Staab 2021, 191-192; 267—269). Zudem wichst Privatunternehmen eine
politische Macht zu, insofern sie Staaten durch Verweigerung einer tech-
nischen Dienstleistung unter Druck setzen konnen. Das aktuelle Verhal-
ten von SpaceX als Eigentiimer des Satellitennetzes Starlink gegeniiber
der Ukraine liefert dafiir ein anschauliches Beispiel.

3.3 Plattformokonomie: die Privatisierung von Markten

Im Internet entsteht eine spezifische Wirtschaftsform, die einen weite-
ren digitalen Machttypus darstellt. Die Basis sind sog. Plattformen, d. h.
»proprietire technische Systemwelten® (Dolata 2015, 5115 vgl. Seemann
20215 Woodcock 2023; Birch/Cochrane 2023; Dolata/Schrape 2023).
Dariiber kontrolliert eine kleine Zahl an Unternehmen die Zuginge zu
wesentlichen Bereichen des Internets. Die EU listet aktuell 24 ,Kern-
plattformen® als ,,Gatekeeper® im Sinn des 2022 in Kraft getretenen
Gesetzes tiber digitale Mirkte auf (vgl. Europiische Kommission 0. D.).

Solche integrierten soziotechnischen Okosysteme[] [...] sind nicht einfach
anwendungsiibergreifende technische Infrastrukturen, sondern mit all ihren
Angeboten und Diensten zugleich soziale Riume, in denen sich die Nutzer
einrichten, spezifische Such-, Kommunikations- und Konsummuster aufbauen
sowie reproduzierbare Verhaltens- und Nutzungsroutinen entwickeln, die zu

einer Bindung an die verschiedenen Angebote eines Konzerns fithren. Ein
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Systemwechsel bleibt zwar méglich, ist aber nur noch zum Preis einer weit-
reichenden Reorganisation bzw. Neukonstituierung der individuellen Auf3e-

rungen und Bewegungsgrundlagen im Netz zu haben.“ (Dolata 2015, s11-512)

Ein entscheidender Fakror fiir den Erfolg ist der Ausbau und die Arrondie-
rung der eigenen technischen Systemwelt. Um moglichst viele Daten zu
erfassen und fiir Werbekund*innen attraktiv zu sein, miissen die groflen
Unternehmen ihre Nutzer*innen lange im eigenen System halten. Dazu
erweitern und verbessern sie nicht nur ihre Angebote, sie erschweren
auch den Wechsel, indem sie die Kompatibilitit mit konkurrierenden
Unternehmen und freier Software begrenzen. Dariiber hinaus binden sie
weitere Unternehmen als ,,Plattform-Komplementeure® (Eisenegger 2021,
215 i. O. herv.) ein, die gemif strike vorgegebenen Regeln die Funktionen
der Plattform erweitern. Vor allem aber haben sie in den vergangenen
Jahren dank ihrer ,iiberlegenen wirtschaftlichen Ressourcen® (Dolata
2015, 512; vgl. Birch/Cochrane 2023, 253—254) sowohl ihre Infrastruktur
verbessert als auch ihre Geschiftsbereiche durch eigene Forschungen
sowie durch den Erwerb anderer Unternehmen systematisch erweitert.
Entwicklungen und Zukiufe fanden anfangs primir im IKT-Bereich statt
und betreffen nun stark die Forschung zu K1, die eine Basistechnologie
zu werden verspricht (vgl. Srnicek 2023), sowie Finanzdienstleistungen,
wofiir chinesische Unternehmen wie Tencent und Alibaba das Vorbild
abgeben (vgl. Staab 2021, 187-195; Seemann 2021, 145-189; 328-334).

In dieser Entwicklung zeigt sich eine neue 6konomische Figuration.
Wihrend im Industriekapitalismus Unternehmen gegeneinander auf dem
mehr oder weniger neutralen Markt konkurrieren, baut nun eine kleine
Zahl an Unternehmen weitgehend eigenstindige Mirkte auf, die sich
quasi in deren Eigentum befinden und auf denen andere Unternehmen
zu deren Bedingungen agieren. Diese Tendenz versuchen die Ansitze der
EU zur Plattformregulierung zu begrenzen, um so diese neuen Mirkte
wieder offener und neutraler, also im herkommlichen liberalen Sinn zu
gestalten (vgl. Staab 2023, 318—319).

Die grundlegende Form der Machtausiibung auf proprietiren Mirkten
sind einseitig gestaltete Vertrige, die die Regelsetzungs- und -durchset-
zungskompetenz der Eigentiimer festschreiben (vgl. Dolata/Schrape 2023,
354—35s). Sie entscheiden iber die Zulassung zu ihrem Markt, wirken
bei der Preisgestaltung von Drittanbietern mit und erzielen ihren Profit
mafigeblich durch das Erheben von Marktzugangsgebiihren (vgl. Staab
2021, 173; 176—178; Wiemeyer 2021, 168—179; Seemann 2021, 302—304;
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Birch/Cochrane 2023). Am deutlichsten sichtbar wird diese Struktur bei

den von Google und Apple angebotenen Betriebssystemen Android und

iOS sowie den dazugehorigen App-Stores oder bei den Marketplaces von

Amazon. Ferner kontrollieren die Plattformen wesentliche Informations-
fliisse und legen durch ihre Algorithmen fest, was ihre Nutzer*innen

jeweils zu sehen bekommen. Sog. ,schlanke® Plattformen, die wie Uber
oder Myhammer keine eigenen Produktionsstitten oder -mittel besitzen

und in einem mehrseitigen Tauschsystem Dienstleistungen wie Fahr- und

Lieferdienste, Schreib- und Programmieraufgaben, Handwerkerleistun-
gen oder Ubernachtungsméglichkeiten vermitteln, iiben ihre spezifische

Macht v. a. dadurch aus, dass sie die Auftragnehmer*innen einerseits als

Kund*innen behandeln, andererseits typische Arbeitgeberaufgaben wie

die Kontrolle des Arbeitsprozesses, die Festlegung von Preisen und Trink-
geldern oder die Abwicklung von Zahlungen iibernehmen (vgl. Srnicek
2018, 76—89; Staab 2021, 251-253). Insgesamt kontrollieren die Plattform-
unternehmen den jeweiligen Markt in einer neuartigen Weise, die sich

deutlich von der Dominanz fritherer Monopolanbieter unterscheidet.

3.4 Verdanderungen in der Arbeitswelt

Die Digitalisierung verindert die Arbeitswelt in vielféltiger Weise, man
denke nur an die Telearbeit oder das New Public Management, das pri-
vatwirtschaftliche Fithrungsformen in den 6ffentlichen Dienst tibertrigt
und fiir die Steuerung mittels Ziel- und Leistungsvereinbarungen auf
Zahlen und Daten und damit auf Digitaltechnik angewiesen ist (vgl.
Mau 2017, 42). Die Digitalisierung trifft dabei auf entgegenkommende
kulturelle Dynamiken. So gilt eine auf Zahlen, also ,Evidenz®, basierte
Verwaltung, ein ,,governance by indicators“ (Davis u. a. 2012; vgl. Porter
1995), weithin als objektiv und efhizient. Sie ermdglicht zudem eine
Zuriicknahme hierarchischer Steuerungselemente und verringert direkte
Vorgaben und Eingriffe von Vorgesetzten.

Insgesamt entstehen ,algokratische Formen der Organisation (Aneesh
2010; vgl. Staab 2021, 226—257) von Arbeit. Besonders deutlich zeigt
sich dies am Funktionswandel elektronischer Gerite. Sie dienen nicht
allein der Datenverarbeitung, sondern vermehrt der Uberwachung und
Steuerung der Arbeitsprozesse bzw. der Beschiftigten. Dadurch steigt
der Leistungsdruck, auch weil die Lohnhéhe individuell festgelegt wer-
den kann. Dies ist umso leichter moglich, je schwicher die Position der
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Beschiiftigten ist, d. h. wenn Gesetze und Tarifvertrige fehlen oder wenn
die Arbeitslosigkeit hoch ist. Besonders ungeschiitzt sind Crowdworker
(vgl. Gray/Suri 2019; Kawalec 2022). Ahnlich wie Tagelshner sind sie
einseitig von der Zuweisung von Auftrigen abhingig, ohne einen Ein-
fluss auf diesen Prozess zu haben, bei dem im Ubrigen auch die Bewer-
tungen durch die Kund*innen eine — ebenfalls intransparente — Rolle
spielen. Anders als Angestellte sind sie der Marktentwicklung, mithin der
schwankenden Nachfrage, direkt ausgesetzt, wihrend ihnen gleichzeitig
die Moglichkeit fehlt, eigenstindig gegenzusteuern. Im globalisierten
Arbeitsmarke trifft diese Dynamik Beschiftigte in auf8ereuropiischen
Lindern besonders stark. Dariiber hinaus verindert die automatisierte
Text- und Kunstproduktion allmihlich den journalistischen, juristischen,
kreativen oder wissenschaftlichen Bereich (vgl. Stalder 2021, 173-178).
Auch die unteren und mittleren Fithrungsebenen sind zunechmend von
der Digitalisierung betroffen, insofern Planungen und Entscheidungen
an ein ,algorithmisches Management® (Beverungen 2017; vgl. Nida-
Riimelin/Weidenfeld 2018, 71—75; Staab 2021, 244—247; Woodcock
2023) ausgelagert werden.

Alles in allem sind viele der neu entstehenden Arbeitsplitze schlechter
als zu Zeiten der Industriemoderne. So sehr die Digitalisierung Abldufe
zu vereinheitlichen und zu erleichtern vermag, so sehr ist damit zu
rechnen, dass der Nutzen eher auf Arbeitgeber*innenseite anfillt und
Kapital- stirker als Arbeitseinkiinfte von der Entwicklung profitieren,
sodass insgesamt eine Zunahme sozialer Ungleichheit zu erwarten ist
(vgl. Eubanks 2017; O’Neil 2017; Staab 2021, 266—286; Smith 2023).

3.5 Gestaltungsansitze

,»Es ist recht, sich tiber diese Fortschritte zu freuen und angesichts der
umfangreichen Moglichkeiten, die uns diese stetigen Neuerungen eroff-
nen, in Begeisterung zu geraten, da , Wissenschaft und Technologie ein
groflartiges Produkt gottgeschenkter Kreativitit sind.“ (LS 102) Dies
gilt auch fir die Digitaltechnik. Allerdings ,,wird eine von der Ethik
abgekoppelte Technik schwertlich in der Lage sein, ihre Macht selbst zu
beschrinken® (LS 136).

Die Riickkopplung an die Moral muss tiber das Recht erfolgen. In
dieser Perspektive wiederholt und verschirft der digitale Kapitalismus
die aus der Globalisierung der Wirtschaft bekannten Probleme wie das
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Schaffen oder Ausnutzen von Regulierungsliicken und fehlender arbeits-,
steuer-, umwelt- oder haftungsrechtlicher Standards, das Ausmandvrie-
ren verschiedener Rechtssysteme, die Externalisierung von Kosten und
Risiken, die Inszenierung von Standortwettbewerb oder Lobbyismus (vgl.
Noll 2020, 269—326). Die spezifischen Machtmittel, nimlich , the power
of money, the power over infrastructures for democracy and discourse,
the power over individuals based on profiling and the dominance in Al
innovation“ (Nemitz 2018, 4), verstirken ebenso die Asymmetrie wie
die offen gezeigte Respektlosigkeit gegeniiber dem Recht, die ,,,better
ask forgiveness than permission‘ attitude® (Nemitz 2018, 4; vgl. Zuboff
2018, 165—183). Das Ziel muss also sein, die digitale Welt in die demo-
kratische Rechtsordnung hineinzuholen, wie es insbesondere die EU
mit mehreren Verordnungen in den vergangenen Jahren versucht hat.
Bei der rechtlichen Regulierung zeigt sich allerdings auch eine paradoxe
Wirkung. Indem die Zustindigkeit fiir das Verhindern und Loschen
inakzeptabler Inhalte vom Staat auf Unternehmen tibertragen wird, wird
deren faktisch bestehende quasi-hoheitliche Regulierungsmacht politisch
legitimiert (vgl. Seemann 2021, 229—233; 373; Dolata/Schrape 2023, 361).

Ein weiterer Ansatzpunkt besteht darin, Formen von Gegenmacht
aufzubauen. Beispiele sind die auch rechtlich abgesicherte Moglichkeit,
die proprietiren Standards einer Plattform durch offene Software zu
erginzen (vgl. Seemann 2021, 161-164; 375—376), oder der genossen-
schaftlich oder staatlich initiierte Aufbau alternativer Plattformen und
Infrastrukturen (vgl. Seemann 2021, 374—381; Staab 2023, 316—317). Auf
diese Weise wird die digitale Infrastrukcur zu einem 6ffentlichen Gut
und zum Bestandteil der 6ffentlichen Daseinsvorsorge.

Erforderlich ist ferner eine Reflexion des Freiheitsverstindnisses, wie
es auch in dem in Laudato si’formulierten Anspruch anklingt, wonach
»die menschliche Freiheit [...] in der Lage [ist], die Technik zu beschrin-
ken, sie zu lenken und in den Dienst einer anderen Art des Fortschritts
zu stellen, der gestinder, menschlicher, sozialer und ganzheitlicher ist*
(112). Im Digitalisierungsdiskurs zeigen sich insbesondere zwei Frei-
heitsvorstellungen, die jeweils problematische Weichenstellungen vor-
nehmen. Erstens dominiert ein Verstindnis, das in der Traditionslinie
von Locke, Hume und Nozick Freiheit individualistisch-libertir deutet.
Der wesentliche Bezugspunkt ist das starke Eigentumsrecht, sodass in der
Aneignung von Daten Parallelen zur Landnahme von Amerika gesehen
werden konnen (vgl. Locke 1977, 11, § 36; Mau 2017, 40—47; Seemann
2021, 145). Als grofite Bedrohung individueller Freiheit wird der Staat
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ausgemacht, wihrend das Handeln von Unternehmen als unverdichtig
oder gar als Maf§nahme zur Begrenzung staatlicher Einflussnahme darge-
stellt wird. Freiheit wird, wie es in liberalen Ansitzen der politischen und
der 6konomischen Theorie hiufig vorkommyt, in einen Zusammenhang
mit Fortschritt gestellt, weshalb eine Regulierung der Digitalforschung
und -wirtschaft als eine Innovationsbremse und somit als eine Gefihr-
dung des Allgemeinwohls gilt (vgl. Hayek 2005, 51—67; Ostheimer 2019,
347—350; Brynjolfsson/McAfee 2016, 94—96, 103—106, 164—171 u.d.).
In diese Richtung geht z. B. die seit geraumer Zeit 6ffentlich erhobene
Mahnung, die Gesundheitsdaten besser zu nutzen, um die Versorgung
zu verbessern, Kosten zu sparen oder neue Behandlungsweisen zu ent-
wickeln. Auch mit Blick auf den globalen Siiden kann die Digitalisie-
rung als Fortschrittsmotor erscheinen, der Click- und Ghost Workern
angesichts der vor Ort schwierigen Arbeitsmarktlage bedeutsame Ver-
dienst- und Aufstiegsmoglichkeiten erdffnet — freilich ohne alle soziale
Absicherung. Dieses individualistisch-libertire Sicht verbindet sich mit
der Vorstellung, dass Freiheit in der Zunahme an Optionen besteht und
umgekehrt die faktische Notwendigkeit, sich an technische Vorgaben
anzupassen, Freiheit einschrinke (vgl. Grunwald 2019a, 149—-153; 2019b,
132). In dieser Perspektive muss das Internet als Paradies der Freiheit
erscheinen. Ein solches Verstindnis ist freiheitstheoretisch schlecht fun-
diert. Zudem verstellt es den Blick auf die wesentlichen Probleme der
digitalisierten Welt. Freiheit ist nicht als Funktion privater Wahlakte zu
konzipieren, sondern als gemeinsames Gestalten der gemeinsamen Welt
(vgl. Arendt 2012, 208—210).

4 Die soziotechnische Selbstgefahrdung der Gesellschaft

» Technology is neither good nor bad; nor is it neutral.“ (Kranzberg
1986, 545) Kranzbergs ,erstes Gesetz“ gilt auch heute noch. Technik ist
notig, um die gravierenden soziodkologischen Probleme zu bewiltigen,
die grofStenteils eine Folge der soziotechnischen Entwicklung sind. Sie
kann Demokratie und Bildung fordern. Sie kann einen Beitrag zur Vol-
kerverstindigung und zum Weltverstehen leisten. Sie kann, wie es ihr
Grundzug ist, Optionen aller Art erdffnen.

Worauf die Warnung in Laudato si’vor dem technokratischen Para-
digma, das hier in zwei Grundformen differenziert wurde, aufmerksam
macht, ist der an sich triviale Umstand, dass es keinen Automatismus
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zum Guten gibt. Es ist die Mahnung, anstatt der Vorstellung eines ,,digi-
tal-solutionistischen Gesellschaftsmodells“ (Eisenegger 2021, 19) nachzu-
laufen, die Nebenfolgen — fiir die irmeren Menschen, fiir die kiinftigen
Generationen, fiir die kulturellen Grundlagen, fiir den sozialen Zusam-
menhalt, fiir den demokratischen Rechtsstaat, fiir die nichtmenschliche
Natur — in den Blick zu nehmen und dabei die Vielfalt an Betroffenhei-
ten, Bedeutungszuschreibungen und Bewertungen zu beriicksichtigen.

Die Digitalisierung ist ein weiterer Aspekt im Zu-Ende-Gehen der
Neuzeit. Nach Guardini, einem wichtigen Denker fiir Papst Franziskus,
ist die zentrale Herausforderung der gegenwirtigen Konstellation die
»Macht tiber das Seiende“ (Guardini 1986, 70). Sie ist analog zu Kranz-
bergs erstem Gesetz weder gut noch schlecht noch neutral. Das Problem
liegt nach Guardini darin, dass der Mensch auf diese Situation nicht
vorbereitet ist. Der Personlichkeitstyp und die Form der Kultur, die sich
komplementir in der Neuzeit herausbildeten, passen schlecht zur zeit-
genossischen technischen ,, Weltgestalt” (Guardini 1986, s1). Notig ist
die Entwicklung der Fihigkeit, der eigenen Machtausiibung nicht aus-
geliefert zu sein, sondern Macht auch iiber die eigene Macht zu haben
(vgl. Guardini 1986, 75—76; Jonas 1997, 177).

Dies ist nicht reduktionistisch zu verstehen, als miisse lediglich der
zur technischen Entwicklung passende Mensch erzogen werden, der sich
Medienkompetenz aneignet, im Privaten eigenstindig auf Datenschutz
achtet, im Politischen sich nicht verwirren lisst, in der Unternehmens-
leitung Verantwortung durchsetzt und in der Forschung zuriickhaltend
ist. Vielmehr bedarf es einer ,,mutigen kulturellen Revolution® (LS 114).
Der erste Schritt ist Umkehr, mithin ehrliche Selbsterkenntnis. Die Ver-
strickung von Technik in Machtzusammenhinge, die das technokratische
Paradigma ausmacht, manifestiert sich als eine weitere Form der Selbst-
gefihrdung der modernen Gesellschaft. Die Risikogesellschaft blendet
einen Grof$teil des Wissens tiber die technisch-6konomischen Vorginge
und deren Folgen aus. Gerade im tagtiglich erfahrbaren erfolgreichen
Funktionieren von Technik wird verdringt, ,,dafy mit aktivem Nichtwis-
senwollen nicht etwa [die problematische Entwicklung] aufhért, son-
dern beschleunigt wird, weil es die unabhingig vom Wissen bestehende
Handlungsdynamik industrieller Selbstgefihrdung nicht stoppt oder
korrigiert” (Beck 1996, 310).
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