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SECOND ORDER SUFFICIENT CONDITIONS
FOR TIME-OPTIMAL BANG-BANG CONTROL*

HELMUT MAURER' AND NIKOLAI P. OSMOLOVSKII*

Abstract. We study second order sufficient optimality conditions (SSC) for optimal control
problems with control appearing linearly. Specifically, time-optimal bang-bang controls will be in-
vestigated. In [N. P. Osmolovskii, Sov. Phys. Dokl., 33 (1988), pp. 883-885; Theory of Higher
Order Conditions in Optimal Control, Doctor of Sci. thesis, Moscow, 1988 (in Russian); Russian J.
Math. Phys., 2 (1995), pp. 487-516; Russian J. Math. Phys., 5 (1997), pp. 373-388; Proceedings of
the Conference “Calculus of Variations and Optimal Control,” Chapman & Hall/CRC, Boca Raton,
FL, 2000, pp. 198-216; A. A. Milyutin and N. P. Osmolovskii, Calculus of Variations and Optimal
Control, Transl. Math. Monogr. 180, AMS, Providence, RI, 1998], SSC have been developed in
terms of the positive definiteness of a quadratic form on a critical cone or subspace. No systematical
numerical methods for verifying SSC are to be found in these papers. In the present paper, we study
explicit representations of the critical subspace. This leads to an easily implementable test for SSC
in the case of a bang-bang control with one or two switching points. In general, we show that the
quadratic form can be simplified by a transformation that uses a solution to a linear matrix differen-
tial equation. Particular conditions even allow us to convert the quadratic form to perfect squares.
Three numerical examples demonstrate the numerical viability of the proposed tests for SSC.

Key words. optimal bang-bang control, second order sufficient conditions, Q-transformation
to perfect squares, numerical verification, applications

AMS subject classifications. 49K15, 49K30, 65L.10, 94C99

DOI. 10.1137/S0363012902402578

1. Introduction. Second order sufficient optimality conditions (SSC) for opti-
mal control problems subject to mixed control-state constraints have been studied by
various authors; cf. Dunn [8, 9]; Malanowski [22]; Maurer and Pickenhain [30]; Maurer
and Oberle [29]; Milyutin and Osmolovskii [31]; Osmolovskii [35, 36, 37, 38, 39, 40];
and Zeidan [48]. SSC amount to testing the positive definiteness of a certain quadratic
form on the so-called critical cone or subspace. Provided that the strict Legendre—
Clebsch condition holds, a well-known numerical recipe allows the conversion of the
quadratic form to a perfect square. Namely, it suffices to check that an associated
Riccati matrix differential equation has a bounded solution along the extremal trajec-
tory. This test has been performed in a number of practical examples and has played
a crucial role in sensitivity analysis of parametric control problems; cf., e.g., Augustin,
Malanowski, and Maurer [2, 21, 22, 23, 24, 25, 27, 28]. Recently, the Riccati approach
has been also extended to discontinuous controls (broken extremals) by Osmolovskii
and Lempio [42].

The above mentioned tests for SSC are not applicable to optimal control prob-
lems with control appearing linearly. Bang-bang controls do belong to this class of
problems. Though first and higher order necessary optimality conditions for bang-
bang controls have been studied, e.g., in Bressan [3], Schéttler [44], and Sussmann
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[45, 46, 47], there is no systematic study of sufficient optimality conditions and their
numerical verification. A general set of second order necessary and sufficient condi-
tions for an extremal with a discontinuous control (cf. Osmolovskii [37]) can be derived
from the theory of higher order conditions in Levitin, Milyutin, and Osmolovskii [20].
The main results for bang-bang controls which follow from these general conditions
are given in Milyutin and Osmolovskii [31]. Some proofs missing in that book will
appear in Osmolovskii [40]. Ounly recently, other authors have derived SSC for general
bang-bang control problems with fized final time (cf. Agrachev, Stefani, and Zezza
[1]; Ledzewicz and Schéttler [19]; and Noble and Schéttler [33]).

In this paper, we shall consider the special class of time-optimal bang-bang con-
trols with given initial and terminal state. To our knowledge, the paper of Sarychev
[43] seems to be the only study on SSC for this class of problems. However, it is not
clear how one might apply the SSC in this article to practical examples. Thus our
aim is to derive SSC in a form that is also suitable for practical verification. The two
main tools to achieve this goal will be (1) a detailed study of the critical subspace and
(2) an adaptation of the above mentioned Riccati approach to bang-bang controls.
The organization of the paper then is as follows. In section 2, Pontryagin’s mini-
mum principle and the bang-bang property are discussed. The accessory problem,
respectively, the quadratic form and the critical subspace are introduced in section 3.
SSC are given in a general form that is evaluated particularly for bang-bang controls
with one or two switching points. Section 4 presents the @-transformation whereby
the quadratic form is simplified with the help of the solution @ of a linear differen-
tial equation. Positive definiteness conditions are given under which the quadratic
form can be transformed into perfect squares. In section 5, we shall discuss three
numerical examples that illustrate several numerical procedures for verifying positive
definiteness of the corresponding quadratic forms.

2. Time-optimal bang-bang control problems.

2.1. Statement of the problem, strong minimum. We consider time-opti-
mal control problems with control appearing linearly. Let z(t) € R%®) denote the
state variable and u(t) € R4® the control variable in the time interval t € A = [0, T]]
with a nonfixed final time 7' > 0. For simplicity, the initial and terminal states are
fixed in the following control problem:

(2.1) Minimize the final time T

subject to the constraints on the interval A = [0, 77,

(2.2) de/dt =& = f(t,z,u) = a(t,x) + B(¢, z)u,
(2.3) z(0) =z, (T)=uz1,
(2.4) u(t) e U, (t,z(t) € Q.

Here, x,x; are given points in R4®) Q ¢ R'*4(®) is an open set, and U C R4 ig
a convex polyhedron. The functions a, B are twice continuously differentiable on Q
with B being a d(x) x d(u) matrix function. A trajectory or control process

7T ={(2z(t),u(t)) [t € [0, T]}

is said to be admissible if z(-) is absolutely continuous, u(-) is measurable and essen-
tially bounded, and the pair of functions (x(t), u(t)) satisfies the constraints (2.2)—(2.4)
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on the interval A = [0,T]. The component z(t) will be called the state trajectory.

DEFINITION 2.1. An admissible trajectory T° = {(z°(¢),u°(t)) | t € [0,TY]} is
said to be strongly (resp., strictly strongly) locally time-optimal if there exists € > 0
such that T > T° (resp., T > T°) holds for all admissible T = {(x(t),u(t)) | t € [0,T]}
(resp., different from T°) with |T —T°| < e and max rojnjo,r) [x(t) — 2°(t)| < e.

2.2. Minimum principle. Let

T = {(2(t),u(t)) [t € [0, T]}

be a fixed admissible trajectory such that the control u(-) is a piecewise constant
function on the interval A = [0, T| with finitely many points of discontinuity. In order
to simplify notation we shall not use such symbols and indices as zero, hat, or asterisk
to distinguish this trajectory from others. Denote by

9:{t1,...,ts}, O<t1 <--- <ty < T,

the finite set of all discontinuity points (jump points) of the control w(t). Then z(t)
is a piecewise continuous function whose discontinuity points belong to the set 6 and,
thus, z(t) is a piecewise smooth function on A. Henceforth, we shall use the notation

to denote the jump of the function w(t) at the point ¢; € 0, where
ubFT =ty —0), uFT =wu(ty +0)

are, respectively, the left-hand and the right-hand values of the control u(t) at t.
Similarly, we denote by [£]* the jump of the function 2 (¢) at the same point.

Let us formulate the first order necessary conditions of optimality for the trajec-
tory 7, the Pontryagin minimum principle. To this end we introduce the Pontryagin
function or Hamiltonian function

(2.5) H(t,z,u,) = f(t, z,u) = Ya(t,z) + YB(t, z)u,

where 9 is a row-vector of dimension d(z), while z,u, f are column-vectors. In what
follows, partial derivatives of the Pontryagin function and all other functions will be
denoted by subscripts referring to the respective variables.

The factor of the control u in the Pontryagin function is called the switching
function

o(t,z,¢) = YB(t,z).
Consider the pair of functions
Yo() A= RL () A — R,

which are continuous on A and continuously differentiable on each interval of the set
A\ 0. Denote by My the set of normed pairs of functions (¢o(-),1(-)) satisfying the
conditions

(2.6) Yo(T) = [P (0)] =1,

(2.7) 1/;()= ( z(t), u(t),v(t)) Vte A\,

(2.8) dolt) = —Hy(t, x(t), u(t), () Vte A\,

(2.9) min H(t, z(t), u, »(t)) = H(t, 2(t), u(t), ¥(t)) Vte A\,
(2.10) H(t,2(t),u(t),¥(t) +¢o(t) =0 Vte A\F.
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Then the condition My # @ is equivalent to the Pontryagin minimum principle.
We assume that this condition is satisfied for the trajectory 7. We say in this case
that 7 is an extremal trajectory for the problem. Mj is a finite-dimensional compact
set since in (2.6) the initial values 1(0) are assumed to belong to the unit ball of
R¥®) . The case that there exists a multiplier (¢o,%) € My with ¢o(T) > 0 will be
called the nondegenerate or normal case.

Henceforth, it will be convenient to use the simple abbreviation (¢) for all ar-
guments (£, 2(t), u(t), (1)), eg., H(t) = H(ta(t), u(t), v(1)), o(t) = o(t,a(t), ().
The continuity of the pair of functions (1o (t), % (t)) at the points ¢, € 6 constitutes
the Weierstrass—Erdmann necessary conditions for nonsmooth extremals. We formu-
late one more important condition of this type. Namely, for (¢g, 1) € My and ¢ € 0
consider the function

(AcH)(t) = H(t,a(t),u™, 0(t) — H(ta(t),u", 9(t) = o(t,z(t), v (1) [u]".

This function has a derivative

D*(H) := —— (AcH)(tr) = =6 (8 )[ul”,

d

dt
where the values on the right-hand side are the same for the derivative &(¢;) from
the right and the derivative &(t, ) from the left. In the case of a scalar control u,
the total derivative oy + 0,2 + awzb does not contain the control variable explicitly
[17, 18] and, hence, the derivative of the switching function &(¢) is continuous at ty.
Then the minimum condition (2.9) immediately implies the following property.

PROPOSITION 2.2. For each (1,v) € My the following conditions hold:

(2.11) DF(H) = —6(tD)u]fF >0 for k=1,...,s.

2.3. Bang-bang control. The classical definition of a bang-bang control is that
of a control which assumes values in the vertex set of the admissible polyhedron U in
(2.4). We need a slightly more restrictive definition of a bang-bang control to obtain
the sufficient conditions in Theorem 3.3. Let

Arg min oy o(t)v

be the set of points v € U where the minimum of the linear function o(t)v is attained.
For a given extremal trajectory 7 = { (z(t),u(t)) | t € A} with piecewise constant
control u(t) we shall say that u(t) is a bang-bang control if there exists (o, 1) € My
such that

(2.12) Arg min ,p; o(t)v = [u(t — 0),u(t +0)],

where [u(t — 0),u(t +0)] = {au(t —0) + (1 —a)u(t +0) | 0 < o < 1} denotes the
line segment in R¥%). Notice that [u(t — 0),u(t + 0)] is a singleton {u(t)} at each
continuity point of the control u(t) with u(t) being a vertex of the polyhedron U.
Only at the points t; € 6 does the line segment [u*~,u**] coincide with an edge of
the polyhedron.

If the control is scalar, d(u) = 1 and U = [wmin, Umaz), then the bang-bang
property is equivalent to

o(t,z(t),0(t) £0 Yt A\,



SUFFICIENT CONDITIONS FOR BANG-BANG CONTROL 2243

which implies the following control law:

(2.13) u(t) :{ z::; i 3828 } Vie A\d.

For vector-valued control inputs, condition (2.12) imposes further restrictions. For ex-
ample, if U is the unit cube in R*®) condition (2.12) precludes simultaneous switch-
ing of the control components. However, this property holds for most examples; cf.,
e.g., the time-optimal control of a robot manipulator with d(u) = 2 in Chernousko,
Akulenko, and Bolotnik [6]. Moreover, condition (2.12) will be indispensable in the
sensitivity analysis of optimal bang-bang controls, a topic that we are currently in-
vestigating.

3. Critical subspace, quadratic form, and sufficient optimality condi-
tions for bang-bang controls. In order to formulate quadratic sufficient optimality
conditions for a given extremal 7 with bang-bang control u(-) we shall introduce the
space Z(0), the critical subspace K C Z(6), and the quadratic form 2 defined in Z(6).

3.1. Critical subspace. Denote by PyC'(A, R™) the space of piecewise contin-
uous functions

Z(): A—-R"

that are continuously differentiable on each interval of the set A\ 6. For each Z €
PyCY(A, R") and for t;, € § we use the abbreviation

[Z]* =z — 2%, where Z*7 =Z(t), —0), Z"" = Z(tx +0).
Putting
z=(T,¢,z) with T€R', €=(&,...,6)€ERS, € PCY AR,
we have
zc Z(0) =R x R* x PyC*(A,R™).
Denote by K the set of all z € Z(0) satistying the following conditions:

(3.1) (t) = foltx(®)u®)a(®), (2" =[#]", k=1,....5,
(3.2) z(0)=0, zZ(T)+&(T)T=0.

8l

Then K is a subspace of the space Z(6) which we call the critical subspace. Each
element z € K is uniquely defined by the number T and the vector £&. Consequently,
the subspace K is finite-dimensional.

An explicit representation of the variations Z(¢) in (3.1) is obtained as follows.
For each k = 1,...,s, define the vector functions y*(t) as the solutions to the system

(3-3) g=fotly, yte)=1[2]" telt,T).

For t < tj, we put y*(t) = 0 which yields the jump [y*]* = [¢]*. It follows from the
superposition principle for linear ODEs that

(3.4) ) = > vh (06
k=1
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from which we obtain the representation

(3.5) H(T) + #(T)F = Sy (D) + ()T
k=1

Furthermore, denote by x(¢;t1,...,ts) the solution of the state equation (2.2) using
the optimal bang-bang control with switching points ¢1,...,ts. It easily follows from
elementary properties of ODEs that the partial derivatives of state trajectories w.r.t.
the switching points are given by

3]
(3.6) aTx(t;tl,...,ts):—yk(t) for t >ty, k=1,...,s.
k

This relation holds for all ¢ € [0,T] \ {tx}, because for ¢ < t;, we have a%(t) =0 and
y*(t) = 0. Hence, (3.4) yields

(3.7) i=-3 %(t)gk .

k=1

In the nondegenerate case 1o (T") > 0, the critical subspace simplifies as follows.
PROPOSITION 3.1. If there ewists (1g,1) € My such that o(T) > 0, then T = 0
holds for each z = (T,&,%) € K.
Proof. For arbitrary (,1) € My and z = (T,£,Z) € K we have

%(W) =T + T = — fo()T + Lo (£)Z =0,

and also

[Wa)" = ¢(te) [2]* = »(te)[#] ¢ = W3]* G = —[vo] " = 0.

Consequently, 1 (t)Z(t) is a constant function on [0, 7] which yields in view of (3.2)

0= ()(0) = (¥z)(T) = =(T)&(T)T = o (T)T.

Hence the inequality 1o(7) > 0 implies that T = 0.

In section 3.2, we shall conclude from Theorem 3.3 that the property K = {0} es-
sentially represents a first order sufficient condition. Since #(T)+2(T)T = 0 by (3.2),
the representations (3.4), (3.5), and Proposition 3.1 induce the following conditions
for K = {0}.

PROPOSITION 3.2. Assume that one of the following conditions is satisfied:

(a) the s+ 1 vectors y*(T) = _gTi(T)’ k=1,...,s, z(T), are linearly indepen-

dent,

(b) there exists (1o,%) € My with ¥o(T) > 0, and the s vectors y*(T) =

—%(T), k=1,...,s, are linearly independent,
(c) there exists (o,v) € My with ¥o(T') > 0, and the bang-bang control has one
switching point, i.e., s = 1.
Then the critical subspace is KK = {0}.

Now we discuss the case of two switching points, i.e., s = 2, to prepare the

numerical example in section 5.2. Let us assume that ¢o(7) > 0 and [#]! # 0, [#]? # 0.
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By virtue of Proposition 3.1, we have T = 0 and hence Z(T) = 0 for each element
Z € K. Then the relations (3.2) and (3.4) yield

(3.8) 0=2(T) =y" ()& +y* ()&

The conditions [#]! # 0 and [#]? # 0 imply that y'(T") # 0 and y?(T) # 0, respectively.
Futhermore, assume that K # {0}. Then (3.8) shows that the nonzero vectors y*(T)
and y2(T) are collinear, i.e.,

(3.9) y*(T) = ay'(T)

with some factor o # 0. As a consequence, the relation y*(t) = ay'(t) is valid for all
t € (t2,T) since the functions y'(¢) and y?(t) are continuous solutions to the system
y = f.(t)y in (t2,T). In particular, we have y?(t2 + 0) = ay'(t2) and thus

(3.10) []* = ay(t2)
which is equivalent to (3.9). In addition, the equalities (3.8) and (3.9) imply that

(3.11) b=t

We shall use these formulas in the next subsection.

3.2. Quadratic form. In the sequel, second order partial derivatives will be
denoted by double subscripts, e.g., Hy, = D2H. For (19,%) € My and z € K we
define the functional

S

(3.12) Q¢o,9,2) = Z(D’%H)é“,% + 2[H,)*zk &) + /()T<Hm(t)x(t)7x(t)> dt

k:]. . . —
—(o(T) — P(T)#(T))T*
where
_ 1 e
ko= §(xk +z* ).

Note that the functional Q(tg,, ) is linear in 1y and ¥ and quadratic in Z.

Now we introduce SSC for a bang-bang control which have been obtained by
Osmolovskii; see [31, Part 2, chapter 3, section 12.4]. Some proofs missing in this
book will appear in Osmolovskii [40].

THEOREM 3.3. Let the following Condition B be fulfilled for the trajectory 7T :

(a) u(t) is a bang-bang control such that (2.12) holds;

(b) there exists (Yo,1) € My such that D¥(H) >0 for k=1,...,s;

(C) maX(wo)w)eMo Q(wo, w, 2) > 0 \V/ z e IC \ {O}
Then T is a strict strong minimum.

Remarks.

1. In this theorem, the sufficient Condition B is a natural strengthening of the
corresponding necessary quadratic condition in the same problem; see [31,
Part 2].

2. Condition (c) is automatically fulfilled if = {0} holds (cf. Proposition 3.2),
which gives a first order sufficient condition for a strong minimum.
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3. If there exists (¢, %) € My such that
Q(¢07¢75) >0 Vzek \ {0}7

then condition (c) is obviously fulfilled.

For boxes U = {u = (u1,...,uq)) € R | yrin < gy < w4 = 1,...,d(u)},
condition (b) is equivalent to the property &;(tx) # 0 if ¢ is a switching point of the ith
control component u;(¢). Note again that condition (2.12) precludes the simultaneous
switching of two or more control components. A further remark concerns the case that
the set My of Pontryagin multipliers is not a singleton. This case has been illustrated
in Osmolovskii [38, pp. 377-380] by the following time-optimal control problem for a
linear system:

L1 =2xo, do=2x3, L3=2x4, ZTa=u, Jul<1, z(0)=a, z(T)=0,

where © = (z1, Z2,x3,24). It was shown in this paper that for some a and b there
exists an extremal in this problem with two switching points of the control such that,
under an appropriate normalization, the set M is a segment. For this extremal, the
maximum of the quadratic forms Q over M is positive on each nonzero element of
the critical subspace and hence the sufficient conditions of Theorem 3.3 are satisfied.

3.3. Nondegenerate case. Let us assume the nondegenerate or normal case
that there exists (19, %) € My such that the cost function multiplier ¥ (T) is positive.
By virtue of Proposition 3.1 we have in this case that 7' = 0 for all Z € K. Thus the
critical subspace K is defined by the conditions

(313) F=fu()z, (1" =[i"G (k=1,....s), 20)=0, ZT)=0.

In particular, these conditions imply Z(¢) = 0 on [0,¢1) and (¢s,T]. Hence, we have
z!7 =z°T =0 for all z € K. Then the quadratic form (3.12) is equal to

S ts

(3.14)  Q¢,2) =) (DM(H)E, +2[H,]"z5.8) +/ (Hox (t)7(1), (1)) dt.

k=1 t1

Just this case of a time-optimal (autonomous) control problem was studied by
Sarychev [43]. He used a special transformation of the problem and obtained sufficient
optimality condition for the transformed problem. It is not easy but possible to
reformulate his results in terms of the original problem. The comparison of both
types of conditions reveals that Sarychev used the same critical subspace, but his
quadratic form is a lower bound for 2. Namely, in his quadratic form the positive term
DF(H)&} has the factor 1 instead of the factor 1 for the same term in Q. Therefore,
the sufficient Condition B is always fulfilled whenever Sarychev’s condition is fulfilled.
However, Osmolovskii has constructed an example of a control problem where the
optimal solution satisfies Condition B, but does not satisfy Sarychev’s condition.
Finally, Sarychev proved that his condition is sufficient for an L;-minimum w.r.t. the
control (which is a “Pontryagin minimum” [31] in this problem). In fact it could be
proved that his condition is sufficient for a strong minimum.

3.4. Cases of one or two switching points of the control. From Theorem
3.3 and Proposition 3.2(c) we immediately deduce sufficient conditions for a bang-
bang control with one switching point. The result will be used for the example in
section 5.1 and is also applicable to the time-optimal control of an image converter
discussed in Kim et al. [15].

THEOREM 3.4. Let the following conditions be fulfilled for the trajectory T :
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(a) u(t) is a bang-bang control with one switching point;

(b) there exists (1o, v) € My such that 1o(T) > 0 and D(H) > 0.
Then T is a strict strong minimum.

Now we turn our attention to the case of two switching points where s = 2.
Assume the nondegenerate case ¥o(T) > 0 and suppose that [#]! # 0, [#]? # 0 and
y3(T) = ay'(T) as in (3.9). Otherwise, £ = {0} holds and, hence, the first order
sufficient condition for a strong minimum is satisfied. For any element z € K we have

T =0,z =0, 22T = 0. Consequently,

1 1 1 1 1
1 —11 .11 ~2 ~2— 1 P
= — = — = = - = t - —
Lay 2[55] 2[1‘] 517 Lav 21‘ 2y ( 2)51 20 [I] 51
in view of Z(t) = y*(t)&1 + y?(t)é2, y*(t2 — 0) = 0 and (3.10). Using these relations
in the quadratic form (3.14) together with (3.11) and the conditions y?(t) = 0 for all
t <ty, [Hy)F = —[¢]*, k = 1,2, we compute the quadratic form for an element of the
critical subspace as

to
Q = D\H)E + D*(H)E — 2[d) 2L, 6 — 2002226 + / (Hoo#, 7) dt

ty
. A ta
_ D1<H>5%+;m%mg%—m%@s%;[w]Q[fPf%( / <Hmy1,y1>dt) 2
= pé3, '
where

to
(3.15) pi= (D) = [ a]") + o5 (D) + WPLER) + [ (ot ot) .
ty
Thus, we obtain the following proposition.

PROPOSITION 3.5. Assume that ¢¥o(T) > 0, s = 2, [#]' # 0, [#]*> # 0, and
y2(T) = ay™(T) (which is equivalent to (3.10) ) with some factor a. Then the condition
of the positive definiteness of Q on K is equivalent to the inequality p > 0, where p is
defined by (3.15).

4. Sufficient conditions for positive definiteness of the quadratic form
) on the critical subspace K. In this section we consider the nondegenerate case
in section 3.3 and assume

(i) u(t) is a bang-bang control with s > 1 switching points;

(ii) there exists (1o, %) € My such that 1o(T) >0 and D¥(H) >0, k=1,...,s.
Under these assumptions the critical subspace K is defined by (3.13). Let (10,%) € My
be a fixed element (possibly, different from that in assumption (ii)) and denote by
Q = Q(1o,v, ) the quadratic form for this element. Recall that  is given by (3.14).
According to Theorem 3.3 the positive definiteness of the quadratic form (3.14) on
the subspace K in (3.13) is a sufficient condition for a strict strong minimum of
the trajectory. Now our aim is to find conditions that guarantee this property of
positive definiteness. In what follows we shall use some ideas and results presented in
Osmolovskii and Lempio [42], who have extended the Riccati approach in [4, 30, 22, 48]
to broken extremals.

4.1. Q-transformation of Q on K. Let Q(t) be a symmetric matrix on [¢y, ]
with piecewise continuous entries which are absolutely continuous on each interval of
the set [t1,ts]\ 6. Therefore, Q may have a jump at each point t; € 0 including ¢y, ¢,
and thus the symmetric matrices Q'~ and Q** are also defined.
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For z € K we obviously have

tsd
/t1 %<Q§Ca‘f> dt = <Q'ja‘i>

t1—0 k—

—

where [(Qiz,i‘)}k is the jump of the function (QZ,Z) at the point ¢ty € 6. Using the
conditions

we obtain

S ts

(4.1) S (@ )t + / (O + [Q + Qf.)z.2) dt = 0,

k=1 1
where the asterisk denotes transposition. Adding this zero-form to 2 we get

ts

Q=" (DF(IEE ~ 20l ah 6 + (Qna))" )+ [ ((Hort Q1 2Q QL2 2) .
k=1

t1
(4.2)
We shall call this formula the Q-transformation of Q@ on IC.
In order to eliminate the integral term in Q we assume that Q(t) satisfies the
following linear matrix differential equation:

(4.3) Q+fiQ+Qfs + Hyw =0 on [ty,t4]\ 0.

It is interesting to note that the same equation is obtained from the modified Riccati
equation in [30, equation (47)] when all control variables are on the boundary of the
control constraints. Using (4.3) the quadratic form (4.2) reduces to

(4.4) Q=" wy, wp=DNH)EE - 21 Tk & + [(QF.7)]".
k=1

Thus, we have proved the following statement.

PROPOSITION 4.1. Let Q(t) satisfy the linear differential equation (4.3) on [t1,ts]\
0. Then for each zZ € K the representation (4.4) holds.

Now our goal is to derive conditions such that wy > 0 holds on K \ {0} for
k=1,...,s. We shall transform wy, as in [42]. First we shall express it via the vector
(€x, %) and then via (&, 2%%). To express wy as a quadratic form of (&, 2%7), we
use the formula

(4.5) =z 4 i)k,
which implies

(@ kT, 2M) = (@M, 24 7) + 2(QM [, 24 )& + (@M )", [4]) 6
Consequently,

(Qz, 7)])* = ([QIFz*~, 2°7) + 2(Q" [#]*, 7% )&, + (QFF [a], [#]%)€2.
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Using this relation together with

=~k
Lav

[#]&k

=zF +
in the definition (4.4) of wy, we obtain
0o wp = {DF(H) + (@) Q@ - [WF) (4]} €2

' 2 ([ QM — [WIF) = + (@47)*[Q)Fa

Here [¢]F and ¥~ are column-vectors while ([£]¥)*, (F~)*, and [¢]* are row-vectors.
Putting

(4.7) gk = (") Q" — []*
we get
(4.8) we = (D(H) + (ar4)[£]) €8 + 2(qr4 )", + (2°7)*[Q] 2"

We immediately see from this representation that one way to enforce wy > 0 is to
impose the following conditions:

(4.9) D*(H) >0, qry = ([2]")° Q" —[¥]* =0, [Q)* >0.

In practice, however, it might be difficult to check these conditions since it is necessary
to satisfy the d(z) equality constraints gz = ([£]¥)*Q*" — [)]* = 0 together with the
inequality constraints [Q]k > 0. It is more convenient to express wy as a quadratic
form in the variables (&, 7%~) with the matrix

DF(H) + (g ) [2]" Qk+>
(qr+)* Qrr )’

where gj is a row-vector and (gg+)* is a column-vector.
Similarly, using the relation

(4.10) My = (

7 =2 - e,
we obtain
[(Qz,2)]" = ([QF", ") + 2(Q" [a]*, 2" T)¢* — (@ [#]*, [41%)&}.
This formula together with the relation

k

av

zh, ="t —

()" €x
leads to the representation
w — DF(H) — 71k k— _ [,k 71k £2
o ‘ {(.lfij)Qkyqﬁ]:% -
+2 (1) Q% — [WIF) a** g + (@) [Q)Fa*.

Defining
(4.12) ar- = ([#]*)"Q* —[¥]",
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we get

(413)  wp = (D*(H) — (as-)[2]") & + 2(qr-)7" & + (") [Q)F 2"
Again, we see that wy > 0 holds if we require the conditions

(4.14) DMH) >0, aq- = ([#]")Q" - [¥]* =0, [QF >0.

To find a more general condition for wy > 0, we consider (4.13) as a quadratic form
in the variables (&, #%") with the matrix

DF(H) — (qr—) [ g
(qp—)" QF /-

Since the right-hand sides of equalities (4.8) and (4.13) are connected by the
relation (4.5), the following statement obviously holds.

PROPOSITION 4.2. For each k = 1,...,s, the positive (semi)definiteness of the
matric My_ is equivalent to the positive (semi)definiteness of the matriz My, .

Now we can prove the following theorem.

THEOREM 4.3. Let Q(t) be a solution of the linear differential equation (4.3) on
[t1,ts] \ @ which satisfies the following conditions:

(a) the matriz My, is positive semidefinite for each k =2,...,s;

(b) by = D¥(H) + (g4 )[2]¥ > 0 for each k=1,...,5— 1.

Then § is positive on K\ {0}.

Proof. Take an arbitrary element z = (§,Z) € K. Let us show that 2 > 0 for this
element. Condition (a) implies that wy > 0 for k = 2,...,s. Condition (b) for k =1
together with condition '~ = 0 implies that w; > 0. Consequently, Q > 0.

Assume that Q@ = 0. Then wy = 0 for £k = 1,...,s. The conditions w; = 0,
717 =0, and by, > 0 by formula (4.8) (with k¥ = 1) yield & = 0. Then [Z]! = 0
and hence z'* = 0. The last equality together with equation Z = f,(¢)Z shows that
Z(t) = 0 in (t1,t2) and hence 22~ = 0. Similarly, the conditions we = 0, >~ = 0
and byy > 0 by formula (4.8) (with & = 2) imply that {&; = 0 and Z(t) = 0 in
(ta,t3). Therefore, 7°~ = 0, etc. Continuing this process we get # = 0 and & = 0
for k =1,...,5s — 1. Now using formula (4.4) for ws, = 0, as well as the conditions
D*(H) > 0 and T = 0, we obtain that £ = 0. Consequently, we have z = 0 which
means that € is positive on IC\ {0}.

Similarly, using representation (4.13) for wy we can prove the following statement.

THEOREM 4.4. Let Q(t) be a solution of the linear differential equation (4.3) on
[t1,ts] \ @ which satisfies the following conditions:

(a) the matriz My_ is positive semidefinite for each k=1,...,s — 1,

(b) by_ := D¥(H) — (qx_)[2]* > 0 for each k =2,...,s.

Then 2 is positive on K\ {0}.

(4.15) Mj_ =

4.2. @Q-transformation of Q to perfect squares. We shall formulate special
jump conditions for the matrix @ at each point ¢, € §. This will make it possible to
transform () to perfect squares and thus to prove its positive definiteness on K.

PROPOSITION 4.5 (see [42]). Suppose that

(4.16) bi_ = D*(H) — (q_)[%]* > 0
and that Q) satisfies the jump condition at tj

(4.17) b-1Q)" = (ar-)"(ar-),
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where (qi—)* is a column-vector while q,— is a row-vector. Then wy can be written as

the perfect square

(4.18) wi = (=) ™" (b= )& + (r-) (@) = (b)) ™ (DF(H)E, + (gr-)(@7))”

Proof. Using (4.13) and (4.17), we obtain
wi = (o= )R + 2(ar- )T & + (M) [QIF T

= (bp—) 7" ((0r=)?E7 + 2(qr—) T (br— )& + ((q;c_):i’”)Q)
= () (b )6k + (g (35 H))°.

/N

Since

(k- )k + (qr—)T"" = (D*(H) — (qr-)[]*) & + (qr—) 7"

= DF(H)& — (qr—)[2]" + (qe-)z"T = D(H)&, + (qe-) ",

we see that equality (4.18) holds.

THEOREM 4.6. Let Q(t) satisfy the linear differential equation (4.3) on [t1,ts]\ 6.
Let condition (4.16) hold for each k = 1,...,s and condition (4.17) hold for each
k=1,...,s—1. Then Q is positive on K\ {0}.

Proof. By Proposition 4.5 and formulae (4.13), (4.15) the matrix Mj_ is positive
semidefinite for each & = 1,...,s — 1, and hence both conditions (a) and (b) of
Theorem 4.4 are fulfilled. Then by this theorem, 2 is positive on K \ {0}.

Similar assertions hold for the jump conditions that use right-hand values of @
at each point t; € 6.

PROPOSITION 4.7 (see [42]). Suppose that

(4.19) bt := DF(H) + (qr4)[2]F >0
and that Q satisfies the jump condition at point ty

(4.20) bt [QF = (qrt)" (qhs)-
Then

(4.21) wy, = (bs) ™" (b )&k + (@) (@) = (brs) ™1 (DFH)E, + (g14)(@))°.

THEOREM 4.8. Let Q(t) satisfy the linear differential equation (4.3) on [t1,ts]\ 6.
Let condition (4.19) hold for each k = 1,...,s and condition (4.20) hold for each
k=2,...,5. Then Q is positive on K \ {0}.

4.3. Case of two switching points of the control. Let s = 2, ie., § =
{t1,t2}, and let Q(¢) be a symmetric matrix with absolutely continuous entries on
[tl,tg]. Put

THEOREM 4.9. Let Q(t) satisfy the linear differential equation (4.3) on (t1,t2)
such that the following inequalities hold at t1,ts:

(4.22) DY(H)+ q[i]' >0, D?*(H)— gz[i]* > 0.
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Then Q is positive on K\ {0}.
Proof. In the case considered we have

Q=0 qar=qa, Q@7 =0Q° ¢ =g
and
(4.23) biy i=D'(H) + q[#]' >0, by := D*(H) — ga[i]* > 0.
Define the jumps [Q]' and [Q]? by the conditions

(4.24) b1 [Q1" = (@14)"(q14),  b2-[Q = (¢2-)"(a2-).

Then [Q]' and [Q]? are symmetric matrices. Put

Ql— _ Ql-‘,— _ [Q]l’ Q2+ _ QQ— 4 [Q]Q

Then Q'~ and Q2?1 are also symmetric matrices. Thus, we obtain a symmetric matrix
Q(t) satisfying (4.3) on (¢, t2), the inequalities (4.23), and the jump conditions (4.24).
By Propositions 4.7 and 4.5, the terms w; and wo are nonnegative. In view of (4.4) we
see that ) = wy +ws is nonnegative on K. Suppose that Q = 0 for some z = (£,z) € K.
Then wy, = 0 for £k = 1,2 and thus Propositions 4.7 and 4.5 give

biséi + (q14)2'7 =0, ba& + (q2)z°T = 0.

But 2!~ = 0 and 2%t = 0. Consequently, & = & = 0 and then conditions '~ = 0
and [Z]! = 0 imply that !* = 0. The last equality together with equation z = f,(t)Z
implies that Z(¢) = 0 on (¢1,t2). Thus Z = 0 and then z = 0. We have proved that
is positive on K\ {0}.

4.4. Control system with a constant matrix B. In the case that B(t,z) = B
is a constant matrix, the adjoint equation has the form

QL = _wa:m

which implies that

Therefore,

QML ak = (M) QM
Q7 (ake) s = QM [E]F([2]7) Q"
br— = DM(H) = ([2]*)*@ " [&]*,  bry = DM(H) + ([#]%) Q" [#]*,

where

In case of two switching points with s = 2, the conditions (4.22) take the form

(4.25) D'(H) +(Q"[2]",[#]") >0, D*(H) —(Q*[z],[#]*)) > 0.
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Now assume, in addition, that u is one-dimensional and that with n = d(x)

0

B = fBe, = , 8>0, U=[-c¢c], ¢>0.

In this case we get
[£]F = Bu]* = Ben[ul®, k=1,...,s,
and thus
(Q"[2)*,[#]%)) = B*(Q%en, €n)|[u]*|* = 45%¢* Qua(tr),
where @Q),,,, is the element of matrix

Qll v an

in N an
Moreover, in the last case we obviously have
(4.26) DF(H) = 28¢c|dn(ty)], k=1,...,s.

For s = 2 conditions (4.25) then yield the estimates

(4.27) Qualt) > = Ll g ) <

|wn(t2)|
283c '

203¢

2253

5. Numerical examples. In this section, we shall discuss three time-optimal
control problems with fixed initial and final states (0) = ¢ and z(T") = 1. To solve
these problems numerically, we need to reduce them to control problems with fized
final time. The procedure to achieve this goal is well known [11, 29] and consists of

introducing a new time variable 7 € [0, 1] according to the transformation

(5.1) t=7-T, 7€l0,1].

In what follows, we shall identify the function y(7) with the function y(7 - T') for all

y € {z,u,v}. This time transformation leads to the augmented state variable

for which we obtain the ODE and boundary conditions

(5.2) z(0) = o, x(1) = 1.

In the same way, the adjoint equation (2.7) is rewritten as

(53) d’(/)/dT =-T- Hz(T - T, "E(T)7 U’(T)7 ¢(T))

de/dr =T - f(r-T,z(r),u(r)), dT'/dr=0, 7€]0,1],
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All examples in this section will treat autonomous problems for which we will be able
to compute nondegenerate solutions with (7)) > 0 in (2.6). Then we may scale
the equations such that 1(7") = 1 holds. Furthermore, in the autonomous case it
follows from (2.8) that o (t) = 1o(T) = 1. Hence, (2.10) yields the following condition
expressed in the new time variable 7:

(5.4) (1) flx(r),u(r))+1=0 V71 e€[0,1].
Moreover, u can be expressed via 2 and ¢ from the minimum principle (2.9),

(5.5) Inel[IJl’l/)(T) flz(r),u)+1=0 V7e€][0,1].

In the following examples, we shall use shooting methods (cf. Bulirsch [5] and Oberle
and Grimm [34]) for solving the boundary value problem (5.2)-(5.5). Shooting meth-
ods are known to provide highly accurate solutions for which we shall carry out the
second order test.

5.1. Time-optimal control of a Van der Pol oscillator. The following time-
optimal control of a Van der Pol oscillator has been treated by several authors; cf.,
e.g., Kaya and Noakes [13, 14]. The state variables are the voltage z1(t) = U(t) at
time ¢t € [0,T] and x2(t) := @1(¢) . The control w(¢) is the voltage at the generator;
cf. the tunneldiode oscillator in [29, Figure 5.1 in section 5].

The control problem is to minimize the endtime 7' subject to the constraints

(5.6) 1(t) = 2a(t), #2(t) = —a1(t) + 22(t)(1 — 27(t)) +u(t)
(5.7) 21(0) = —04, 22(0) = 0.6, 1(T) = 0.6, xo(T) = 0.4,
(5.8) |u(t)] <1 for t€[0,T].

The Pontryagin function or Hamiltonian (2.5) becomes
(5.9) H(z,u, ) = 1z + 2 (—21 + 22(1 - 21) +u).

The time transformation (5.1) yields the transformed state and adjoint equations
(5.2), (5.3) in the time interval 7 € [0, 1]; for simplicity, the time argument 7 will be
omitted:

dri/dr = T, dro/dr = T-(—x1 +x2(1 —2?) +u),
(5.10) d’gbl/dT = T"(ﬂg(l—f—le .132), d¢2/d7 = -T- (’(/)1 —|—¢2(1—l‘%)),
dT/dr = 0.

The boundary conditions (5.7) and the condition (5.4) yield

21(0) = —0.4, 72(0) = 0.6, x1(1) = 0.6, 22(1) = 0.4,

(5.11) 0.41p1 (1) + 1h2(1)(—0.344 + u(1)) + 1 = 0.

The switching function o(x,1) = 19 determines the optimal control according to the
control law (2.13),

if 2\ T
(5.12) u(f):{ 71 " ZQET;ig }
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F1G. 5.1. Van der Pol oscillator: state z2(T) and switching function o(1) = 2(7), T € [0,1].

It can easily be seen that the singular case, where 1o(7) = 0 holds in a time interval
[11, 2], does not occur. In fact, 19(7) = 0 would imply ¢;(7) = 0 and thus H[r] =0
which would contradict the condition (5.4) in the autonomous case. Computations
show that the optimal bang-bang control has the following structure with two bang-
bang arcs and only one switching point 74:

(5.13) U(T){ 1 for 0<7<mn }

-1 for mm<7<1

Hence, we have to impose the switching condition
(5.14) o] =12(r) =0

to determine the switching point 7.

The task now is to solve the boundary value problem with the following com-
ponents: the state and adjoint equations (5.10) using the optimal control structure
(5.13), the boundary conditions (5.11) and the switching condition (5.14). Employing
the code BNDSCO in [34] we obtain the state variables and adjoint variables displayed
in Figure 5.1. The optimal final time, the switching point, and some selected values
for the adjoint variables are

T = 1.25407473, 71 = 0.12624458, t, =7 - T = 0.1583201376,
$1(0) = —1.08160561, 1h5(0) = —0.18436798, 1), (r1) = —1.08863205,

Y1(1) = —0.47781383, 1h2(1) = 0.60184112.
(5.15)

Since the bang-bang control has only one switching point, we are in the position to
apply Theorem 3.4. To check the assumptions of this theorem it remains to verify the
condition D*(H) = |&(t1)[u]!| > 0. Indeed, in view of the adjoint equation (5.10) and
the switching condition 9(71) = 0 we find for the original time variable t; =7 - T,

DY(H) = |o(t)[u]'] = 2[b1(t1)] = 2 - 1.08863205 > 0.

Then Theorem 3.4 asserts that the computed solution is a strict strong minimum.
Let us briefly discuss the optimal solution for the following boundary values (cf.
Kaya and Noakes [14]) different from those in (5.7),

(5.16) 21(0) = 29(0) =1, x1(T) =22(T) =0.
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The optimal bang-bang control has two bang-bang arcs with one switching point 7.
However, the control structure is reversed as compared to the one in (5.13):

(517) u<T):{ 1 for 0<7<m }

1 for m<7<1

We get the following numerical results,

T = 3.09520234, 71 = 0.23358852, t1 =7 - T = 0.72300373,
¥1(0) = 0.94728449, 1h5(0) = 0.97364224, 1, (71) = 1.70467637,
P1(1) = 0.19669125, (1) = —1,

for which we obtain
DY(H) = |&(t)[u]*| = 241 (t1)] = 2 - 1.70467637 > 0.
Theorem 3.4 shows again that the computed solution is a strict strong minimum.

5.2. Time-optimal control of the Rayleigh problem. The Rayleigh prob-
lem is concerned with the same electric circuit as treated in the previous section.
However, the state variables are different since now the state variable xz1(t) = I(t)
denotes the electric current; cf. the dynamical model in [12, 27, 28, 29].

The control problem is to minimize the endtime T subject to

(518) i?l(t) = Jig(t) s iQ(t) = —ZEl(t) + $2(t)(1.4 — 0.14332(t)2) + 4U(t) ,
(5.19) 1‘1(0) .132(0) = —5, l‘l(T) = l‘g(T) = O,
(5.20)  Ju(®)| <1 for te€]0,T].

The Pontryagin function (2.5) for this problem is
(5.21) H(x,u,1b) = Y129 + g (—x1 + 22(1.4 — 0.1423) + 4u).

The time transformation (5.1) and the transformed state and adjoint equations (5.2),
(5.3) in the time interval 7 € [0,1] lead to the following equations; again, the time
argument 7 will be omitted:

drvi/dr = T-zy, drs/dr = T-(—x1+ 22(1.4—0.1423) + 4u),

dT'/dr = 0.

The boundary conditions (5.19) and the condition (5.4) yield, in view of (5.21),
(5.23)  21(0) = 22(0) = =5, a1(1) = a2(1) =0, 4¢ho(1)u(l)+1=0.

The switching function o(z,) = 419 determines the optimal control via the mini-
mum condition (2.13):

1 if (1) <0
(5.24) u(r) = { L1 () > 0 } .

Again, the singular case with ¥5(7) = 0 holding in a time interval |7, 73] can be
eliminated. Hence, the optimal control is bang-bang. In view of the special terminal
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: / Ny \

F1G. 5.2. Rayleigh problem: state x2(7) and switching function ¥2(t) = o(7)/4, T € [0, 1].

conditions for the state, a simple reasoning reveals that the optimal control cannot be
composed of only two bang-bang arcs. Computations show that the optimal control
comprises the following three bang-bang arcs:

1 for 0<7<m

(5.25) u(r)=¢ —1 for 74 <7<m
1 for m<7<1

This control structure yields the two switching conditions

(5.26) Ya(m1) =0, ha(m2) =0.

Thus we have to solve the multipoint boundary value problem consisting of the state
and adjoint equations (5.22) with the optimal control structure (5.25), the boundary
conditions (5.23), and the switching conditions (5.26).

The code BNDSCO in [34] yields the final time, the switching points, and some
selected values for the adjoint variables as follows:

T = 3.66817339,
T = 0.30546718, 7 = 0.90236028,
(5.27) t1 = 7T =1.12050658, ty = 1T =3.31004698,
' ¥1(0) = —0.12234128, P(0) = —0.08265161,
Yi(r) = —0.21521225, Pi(m2) = 0.89199176,
Yi(1) = 0.84276186, Pe(1) = —0.25.

Figure 5.2 displays the state variable z5(7) and the switching function s (7) which
match precisely the control laws (5.24) and (5.25).

We are going to show now in two different ways that the computed control provides
a strict strong minimum. First, we compute the quantities D*(H) = —¢&(ty)[u]®, k =
1,2, where —6(ty) = —44o(tr) = 41 (tx) holds in view of the adjoint equation in
(5.22) evaluated in the original time variable ¢ € [0,T]. Inserting the values from
(5.27) we find

DY(H) = 8 -0.21521225 = 1.7269800 > 0, D*(H) = 8 - 0.89199176 = 7.1359341 > 0.
The variational system § = f,(t)y with y = (y1,y2) in (3.3) reads explicitly

h=1ya U2=—vy1+ (1.4 —0.4223)ys.
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The initial values for the variations y!(t), y?(¢) w.r.t. the switching points ¢1, 2 are

yl(t) = [i]' = ( _g ) s yt) = [3)° = ( g ) :

At the second switching point t we find y!(t2) = (0,2.517130). In view of the
initial value y2(t2) = (0,8), this already implies that the vectors y'(T) and y*(T)
are linearly dependent. Explicitly, we get y'(T) = (1.084614,3.656286), y*(T) =
(3.447153, 11.620490) which gives y?(T) = ay'(T) with a = 3.17823 in relation (3.9).
Thus, condition (b) in Proposition 3.2 asserting the zero critical subspace is not
satisfied here. Here, the critical subspace is a one-dimensional subspace and the test
for optimality proceeds via Proposition 3.5 by verifying that the number p in (3.15)
is positive. Using the above variational vectors we compute

/ t2<Hm(t)y1(t)7y1(t)>dt =084 / tzxz(t)wg(t)(y%(t))th = —0.97063758.

1 t1

Finally, observing the relations [)]' = [¢)]2 = 0 and inserting the computed values of
DY(H), D*(H) and a we obtain

p = 1.726980 + 0.706448 — 0.970638 = 1.462790 > 0.

Hence, we have shown that the solution described by (5.27) is a strict strong minimum.
An alternative proof of optimality proceeds via Theorem 4.9. Consider the sym-
metric 2 X 2 matrix

o Qui(t) Qi2(%)
Q) = ( Qualt) Q) )

The linear equation (4.3), Q = —Qf, — fr@Q — Hyy, in the original time variable
t € [t1,1t2] leads to the following three ODEs:

Q11 = 2Q1o,
(5.28) Q12 = —Qu1 — Q12(1.4 — 0.4223) + Qa2,
Qs = —2(Q12 + Qoz(1.4 — 0.4222)) + 0.841pp .

We have to find a solution Q(t) that satisfies the estimates (4.22), respectively, (4.27)
at the switching points t; and to,

|91 (t1)]

3 =0.11149897.

(529) Qgg(tl) > —

= —0.026901531, Qaa(ts) <

|91 (t2)]
8

These conditions hold if we choose, e.g., the following initial values at the switching
point 1,

Q11(t1) =0, Q12(t1) =0, Qa2(t1) = —0.02,

which produce the value Qa2(t2) = —0.048826568 at the second switching point. Then
Theorem 4.9 assures us that the computed solution (5.27) provides a strict strong
minimum.
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5.3. Time-optimal control of a nuclear reactor. Hassan, Ghonaimy, and
Abdel Malek [10] have presented a model for the time-optimal control of a nuclear
reactor. A detailed solution has been given in Maurer [26]. Now our aim is to verify
second order conditions for this specific solution. The model comprises the state
variables x1, neutron density; zo, delayed neutron concentration; and x3, reactivity.
The control problem is to minimize the final time T subject to

(t) = k‘l(.ﬁg( ) — 1)33‘1(t) + k‘gﬂ?g(t) 5 1‘1(0) = Ny, .Il(T) = nf,
Zo(t) = k11 (t) — kowa(t), 22(0) = nok1/ke, x2(T) = ngky/ko,
L3(t) = ( ) z3(0) =0, z3(T) =0,

\ u(t)| < for t€[0,7T] .

(5.30)
The constants are ki = 5.0, k2 = 0.1, ng = 0.04, ny = 0.06. The Pontryagin function
or Hamiltonian (2.5) becomes

(5.31) H(xz,u,v¥) =1 (ki(xg — 1)x1 + kaxa) + o (k121 — kazo) + Y3u.

The time transformation (5.1) and the scaled equations (5.2)—(5.4) yield the following
state and adjoint equations and boundary conditions:

dl‘l/dT = T- (k1($3 — 1)l‘1 + k‘g.]?g), 1‘1(0) = 0.04, .131(1) = 0.06,

d.TQ/dT = T (kll‘l — k‘2$2), Q?Q(O) = 4, xg(l) = 9,

des/dr = T-u(r), x3(0) =0, z3(1) =0,
(5.32)

dir/dr = =T (Piki(23 — 1) + ki),

dipofdr = T -ka(tha — 1),
dys/dr = —Tiikixy, ¥3(0) = =5, 3(1) = —5.

The switching function o(x,1) = 13(t) determines the optimal control via u(t) =
—0.2 sign(v3(t)) . The optimal control computed in [26] is composed of three bang-
bang arcs,

0.2 for 0<7<m
(5.33) u(t) =49 =02 for 7 <7<m ,,
0.2 for m<7<1

which imply the two further switching conditions

(5.34) P3(m1) =0, P3(m2) =0.

The earlier computations in [26] are confirmed by the code BNDSCO in [34] which
yields the following solution of the boundary value problem (5.32)—(5.34):

T = 7.04780685,
= 0.47987830, t1 = 7 -T = 3.38208957,
™ = 0.97987830, ty = 7T =6.90599299,

(5.35) ¥1(0) = —297015515, 15(0) = —2.84546900,

: Pi(m) = —5.22557130, vo(m) = —2.22864972,
z1(m) = 011014294, () = 0.06078025,
Yi(re) = 786539693,  o(m2) = —3.53032114,
Yi(1) = 165.786058,  o(l) = —5.25230261.

The state variable z3(7) and the switching function o(7) = ¥3(7) are displayed in
Figure 5.3.
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FIG. 5.3. Nuclear reactor: state z3(r) and switching function o(r) = 13(r).

As in the foregoing example, we can show in two different ways that the computed
control provides a strict strong minimum. The quantities

DF(H) = —&(ty)[u]® = 0.4 [¢3(tr)| = 0.4 ¢ (t) ka2 ()], k=1,2,
are computed on the basis of solution data in (5.35) as
D'(H) = 1.15111957 >0, D?*(H) = 9.56121580 > 0.
Evaluating the variational system (3.3), ¥ = f.(t)y with y = (y1, y2, y3), we get
g1 = ki(zs — D)yr + kayo + kiz1ys, 92 = kiyr — kay2, 93 =0.

The initial values for the variations y!(t), y%(t) w.r.t. t1, to are

0 0
y'(t) = [3]" = 0|, P)=[2=| o0
—0.4 0.4

This leads to the following variational vectors at the terminal time T":

—0.04508835 0.012216498 0
y'NT) = | —1.0424039 |, o*(T)=| 0.0048217532 |, #(T)=| 0 ,
—0.4 0.4 0.2

which obviously are linearly independent. Thus, either condition (a) or (b) in Proposi-
tion 3.2 implies that the critical cone is L = {0}. Hence, Theorem 3.3 asserts that the
solution candidate characterized by (5.35) provides indeed a strict strong minimum.
Alternatively, it is instructive to use also the test of optimality in Theorem 4.9.
Since d(z) = 3 we consider the symmetric 3 x 3 matrix Q(t) = (Qir)1<ik<s - By
evaluating the linear equation (4.3) one immediately recognizes that the equations
for @11, Q12,22 are homogeneous in these variables and can thus be satisfied by
Q11(t) = Q12(t) = Q22(t) = 0. The remaining three equations then simplify to

Q13 = —Quzk(x3 — 1) — Qazky — 1Ky,

(5.36) Qo3 = —Q13ka + Qozka,
Q33 = —2Q13k171.
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Our task is to find a solution to these ODEs which satisfies the estimates (4.22) or
(4.27) at the switching points ¢; and t3. Since

[¢s] _ kalyraz]

- ~ 125
28c 0.4 [¥124],

conditions (4.27) require that the following estimates be satisfied:

Q33(t1) > —12.5 |¢1 (t1)$1 (t1)| = —71944973,
Q33(t2) < 12.5 |¢1 (tg)xl(t2)| 59.788260.

The strategy for finding appropriate initial values at the point ¢; is the following: we
fix the initial values

(5.37)

Qu3(t1) =0, Qs3(t1) =0,

and determine @23(t1) in such a way that the inequality Q33(t2) < 59.788260 holds.
We found that the initial value Qa3(t1) = 4.23 produced the value Qs3(t2) =
—96.953435. Hence, the inequalities (5.37) hold and Theorem 4.9 asserts that the
computed solution is a strict strong minimum.

6. Conclusion. We have considered time-optimal bang-bang control problems
with finitely many switching points. SSC for such problems amount to the requirement
that a certain quadratic form be positive on a finite-dimensional critical subspace.
An explicit representation of the critical subspace has been derived in terms of the
variations of the state trajectories w.r.t. the switching points. For bang-bang controls
with one or two switching points, this approach results in a rather straightforward test
of SSC. To treat the general case, we have shown that the so-called @-transformation
allows us to convert the quadratic form to another quadratic form which might be
better suited for practical verification. The resulting numerical test then consists in
determining a solution of a linear matrix differential equation which satisfies additional
jump conditions at the switching points. The viability of the presented tests has been
demonstrated by three numerical examples. Further examples with applications of
bang-bang control to the design of lasers may be found in the dissertation of Kim
[16].

Though the techniques have been developed in this paper only for time-optimal
bang-bang controls with fixed terminal conditions, the basic ideas apply as well to
arbitrary bang-bang control problems with general cost functionals and boundary
conditions. Results for this general approach will be presented in a future paper that
will also highlight a more detailed analysis of the boundary conditions.

During the revision of this paper we became aware of the work of Agrachev,
Stefani, and Zezza [1], where a different approach to SSC for bang-bang controls is
presented for problems with fized final time. Agrachev and his coauthors reduce the
bang-bang control problem to a finite-dimensional optimization problem w.r.t. the
switching times and show that it suffices to test SSC for this optimization problem.
Currently, we are implementing this approach and are in the process of comparing it
with the numerical methods given in the present paper. Recently, we have been able
to show that the SSC given in Theorem 3.3 are equivalent to the SSC in Agrachev,
Stefani, and Zezza [1] in the case when the set M of Lagrange multipliers is a singleton
which is not assumed in Theorem 3.3. The SSC developed in this paper and in [1] will
pave the way to a theoretical and computational sensitivity analysis for bang-bang
control problems which is similar in spirit to that developed in [2, 21, 22, 23, 24, 25,
27, 28].
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