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Aufgabe 1 (Relaxationsverfahren) (4 Punkte)
Sei A = L+D+R ∈ R

n×n mitD = In, wobei In die Einheitsmatrix in R
n×n bezeichnet. Sei

T die zugehörige Iterationsmatrix des Gesamtschrittverfahrens zur Lösung von Ax = b.
Die Eigenwerte λi der Matrix T seien reell und erfüllen −1 < λ1 ≤ . . . ≤ λn < 1. Für
ω ∈ R sei das Relaxationsverfahren durch die Iterationsmatrix T (ω) = (1 − ω)In + ωT
und die Iterationsvorschrift x(k+1) = T (ω)x(k) +D−1b, x(0) ∈ R

n definiert.

a) Zeigen Sie, dass T (ω) die Eigenwerte µi = 1− ω + ωλi, i = 1, . . . , n besitzt.

b) Bestimmen Sie ω0 so, dass der Spektralradius von T (ω0) minimal wird.

c) Zeigen Sie, dass der Spektralradius von T (ω0) für λ1 6= −λn kleiner als der Spek-
tralradius von T (1) = T ist.

Aufgabe 2 (Vorkonditionierung von LGS) (4 Punkte)
Zu einem Gleichungssystem Ax = b mit A = (aij)

n
i,j=1 ∈ R

n×n, aii 6= 0, b ∈ R
n besteht die

Zeilenäquilibrierung darin, das System CAx = Cb zu lösen, wobei C = diag(c1, . . . , cn) ∈
R

n×n mit ci := (
∑n

k=1 |aik|)
−1
. Die Diagonalvorkonditionierung verwendet stattdessen die

Matrix C ′ = diag(a−1
11 , . . . , a

−1
nn). Gegeben seien für a 6= 0 die folgende Matrix und ihre

Inverse:

A =





1 0 0
1 a a2

1 2a 4a2



 mit A−1 =





1 0 0
− 3

2a
2
a

− 1
2a

1
2a2

− 1
a2

1
2a2



 .

Berechnen Sie für a > 4 die Konditionen cond∞(A), cond∞(CA) und cond∞(C ′A) (d.h.
bzgl. der induzierten ‖·‖

∞
-Norm). Welches der Verfahren ist daher für große a zu bevor-

zugen?

Aufgabe 3 (Konvergenzgeschwindigkeit des cg-Verfahrens) (4 Punkte)
Sei κ(A) = λmax

λmin

die Kondition der symmetrischen und positiv definiten Matrix A ∈
R

m×m, wobei λmax der größte und λmin der kleinste Eigenwert von A sei. Seien (zk) die
durch das cg-Verfahren zur Lösung von Ax = b generierte Folge von Näherungslösungen
und ||y||A :=

√
< Ay, y > für y ∈ R

m.



a) Betrachten Sie das Polynom

p̄(λ) =
Tn((λmax + λmin − 2λ)/(λmax − λmin))

Tn((λmax + λmin)/(λmax − λmin))
,

wobei Tn durch das n-te Tschebyscheff-Polynom

Tn(t) :=

{

cos(n arccos t) für |t| ≤ 1,
1
2

[

(t+
√
t2 − 1)n + (t +

√
t2 − 1)−n

]

für |t| > 1.

gegeben ist. Zeigen Sie:

max
λmin≤λ≤λmax

|p̄(λ)| = 1

Tn((λmax + λmin)/(λmax − λmin))
.

b) Unter Verwendung der obigen Darstellung der Tschebyscheff-Polynome zeige man
weiter, dass gilt:

Tn((λmax + λmin)/(λmax − λmin)) =
1

2

((

√

κ(A) + 1
√

κ(A)− 1

)n

+

(

√

κ(A) + 1
√

κ(A)− 1

)−n)

c) Folgern Sie schließlich die Konvergenzaussage des cg-Verfahrens:

||zn − x||A ≤ 2

(

√

κ(A)− 1
√

κ(A) + 1

)n

||z1 − x||A,

Hinweis: Sie dürfen verwenden, dass für ein Polynom p vom Grad deg p ≤ n mit
p(0) = 1 gilt:

||zn − x||A ≤ max
λmin≤λ≤λmax

|p(λ)| · ||z1 − x||A

Aufgabe 4 (Programmieraufgabe: cg-Verfahren) (4 Punkte)
Implementieren Sie das cg-Verfahren zur Lösung eines linearen Gleichungssystems

Ax = b

mit A ∈ R
m×m, b ∈ R

m gegeben und A positiv definit und symmetrisch.
Das cg-Verfahren zur Lösung von Ax = b startet mit einem Vektor z1 ∈ R

m und t1 =
r1 = b − Az1. Das Verfahren wird dann für n = 1, . . . , l mit l ≤ m beschrieben durch
folgende Gleichungen:

αn =
< tn, rn >

< Atn, tn >
zn+1 = zn + αntn

rn+1 = b−Azn+1

γn = −< Arn+1, tn >

< Atn, tn >
tn+1 = rn+1 + γntn



Die Funktion zur Lösung des LGS sollte von der Form

cg(A, b, z1, eps)

sein und neben der Näherungslösung auch die Anzahl der durchgeführten Iterationen
zurückgeben. Der Parameter eps sollte für das Abbruchkriterium < rn, rn > ≤ eps ver-
wendet werden.

(a) Testen Sie Ihr Verfahren mit m = 601 anhand der Matrix A = (aij) mit i, j =
1, . . . , m:

aii = 4, aij = −1 falls j 6= i und j = i+ 1, j = i− 1, j = m+ 1− i

und der rechten Seite

bi = −m− 1 + 3i für i 6= m

2
und i 6= m, bm

2
= m+ 1, bm = 3m.

Die exakte Lösung ist xi = i.

(b) Hilbert Matrix: Ein notorisch schlecht konditioniertes Problem ist Ax = b mit

aij = (i+ j − 1)−1, bi =
m
∑

j=1

(−1)j−1(i+ j − 1)−1, (i, j = 1, . . . , m)

und exakter Lösung xi = (−1)i−1 i = 1, . . . , m. Testen Sie das cg-Verfahren mit
m = 5 und m = 10.

Wählen Sie für eps zum einen 1e − 13 und zum anderen 1e − 8. Verwenden Sie als
Startvektor den Nullvektor. Geben Sie jeweils den maximalen Fehler zur exakten Lösung
sowie die Anzahl der Iterationen im cg-Verfahren an.


