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Aufgabe 1 (Relaxationsverfahren) (4 Punkte)
Sei A = L+D+R € R™"™ mit D = I,,, wobei I,, die Einheitsmatrix in R"*" bezeichnet. Sei
T die zugehorige Iterationsmatrix des Gesamtschrittverfahrens zur Losung von Az = b.
Die Eigenwerte \; der Matrix T seien reell und erfiillen —1 < Ay < ... < A\, < 1. Fiir
w € R sei das Relaxationsverfahren durch die Iterationsmatrix T'(w) = (1 — w)I, + wT
und die Iterationsvorschrift z**1) = T'(w)z® + D=1h, 2(© € R™ definiert.

a) Zeigen Sie, dass T'(w) die Eigenwerte p; =1 — w4+ wl;, i = 1,...,n besitzt.
b) Bestimmen Sie wy so, dass der Spektralradius von T'(wp) minimal wird.

c) Zeigen Sie, dass der Spektralradius von T'(wp) fiir A\; # —\,, kleiner als der Spek-
tralradius von T'(1) = T ist.

Aufgabe 2 (Vorkonditionierung von LGS) (4 Punkte)
Zu einem Gleichungssystem Az = b mit A = (a;;)7;=; € R™", a; # 0,b € R besteht die
Zeilendquilibrierung darin, das System C' Az = Cb zu 16sen, wobei C' = diag(cy, ..., ¢,) €

R™ " mit ¢; == (D ) _, lag|)”". Die Diagonalvorkonditionierung verwendet stattdessen die
Matrix C' = diag(a;,...,a;}!). Gegeben seien fiir a # 0 die folgende Matrix und ihre
Inverse:

1 0 0 1 0 0
A= 1 a a? mit A= —% % —ﬁ
1 2a 4a? # —a% ﬁ

Berechnen Sie fiir a > 4 die Konditionen cond(A), cond.(CA) und cond.(C'A) (d.h.
bzgl. der induzierten ||-||__-Norm). Welches der Verfahren ist daher fiir groBe a zu bevor-
zugen?

Aufgabe 3 (Konvergenzgeschwindigkeit des cg-Verfahrens) (4 Punkte)
Sei k(A) = % die Kondition der symmetrischen und positiv definiten Matrix A €
R™*™ wobei Apax der grofite und Ay, der kleinste FEigenwert von A sei. Seien (z) die

durch das cg-Verfahren zur Losung von Az = b generierte Folge von Naherungslésungen

und ||y||a := V< Ay,y > fir y € R™.



a) Betrachten Sie das Polynom

Tn(()\max + >\min - 2)‘)/()‘max - )\min))
Tn(()\max + )\min)/()‘max - )\min)) ’

wobei T}, durch das n-te Tschebyscheff-Polynom

p(A) =

cos(n arccost) fir |t| <1,

To(t) := { L+ VE=D)" + (t+VE—1)™] fiir [t > 1.

gegeben ist. Zeigen Sie:

PV = :
)‘minglfg{)‘max b B Tn((AmaX + )\min)/()\max - Amin)) .

b) Unter Verwendung der obigen Darstellung der Tschebyscheff-Polynome zeige man
weiter, dass gilt:

Tn(()\max + Amin)/(Amax -

ao) = L[ LY (VR )
2 W\ VR(A) -1 Ve(A) -1

c) Folgern Sie schliefllich die Konvergenzaussage des cg-Verfahrens:

low—alla <2 [ YEA LY g,
VE(A) +1

Hinweis: Sie diirfen verwenden, dass fiir ein Polynom p vom Grad degp < n mit

p(0) =1 gilt:
_ < . _
e —alla < max  JpO)] - fles — s
Aufgabe 4 (Programmieraufgabe: cg-Verfahren) (4 Punkte)
Implementieren Sie das cg-Verfahren zur Losung eines linearen Gleichungssystems

Ax =1b

mit A € R™™ b € R™ gegeben und A positiv definit und symmetrisch.

Das cg-Verfahren zur Losung von Ax = b startet mit einem Vektor z; € R™ und t; =
ry = b — Az;. Das Verfahren wird dann fiir n = 1,...,l mit [ < m beschrieben durch
folgende Gleichungen:

<y Ty >
a, = ——
< At,, t, >
Zn+1 = Zn + a,ty,
Tn41 = b— Aszrl
B < Arpaq,t, >
o= < At t, >

tn—i—l = Tn+1+7ntn



Die Funktion zur Losung des LGS sollte von der Form
Cg(Aa b7 21, eps)

sein und neben der Ndherungslosung auch die Anzahl der durchgefiihrten Iterationen
zuriickgeben. Der Parameter eps sollte fiir das Abbruchkriterium < r,,r, > < eps ver-
wendet werden.

(a) Testen Sie Ihr Verfahren mit m = 601 anhand der Matrix A = (a;;) mit 4,j =
1,...,m:

a; =4, a;;=—1fallsj#iund j=i+1, j=i—1, j=m+1—1
und der rechten Seite
bi:—m—1+3zfurz7£5undz7ém, bn =m+1, by, = 3m.
Die exakte Losung ist z; = 1.

(b) Hilbert Matrix: Ein notorisch schlecht konditioniertes Problem ist Az = b mit

a=(i+j—1)7" b= (-1 i+j-1)7" (G,j=1,....,m)

—

<

und exakter Losung z; = (—1)"1 i = 1,..., m. Testen Sie das cg-Verfahren mit
m =5 und m = 10.

Waihlen Sie fiir eps zum einen le — 13 und zum anderen le — 8. Verwenden Sie als
Startvektor den Nullvektor. Geben Sie jeweils den maximalen Fehler zur exakten Losung
sowie die Anzahl der Iterationen im cg-Verfahren an.



