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Achtung: Achten Sie darauf, Thre Programme ordentlich zu formatieren und gut zu kommen-
tieren. Die Form wird mit in die Bewertung eingehen.

Aufgabe 1 (Hybride Schwarz-Methode) (3 Punkte)

In der Vorlesung haben Sie bereits die additive Schwarz-Methode und die multiplikative Schwarz-
Methode mit Grobgitterkorrektur kennen gelernt. In dieser Aufgabe wird eine Hybrid-Variante
beider Methoden betrachtet. Dabei werden die Korrekturen auf den einzelnen Teilgebieten in der
additiven Variante berechnet und die Grobgitterkorrektur wird nach den Teilgebietskorrekturen
in der multiplikativen Variante angewandt.

(a) Geben Sie die Iterationsvorschrift fiir den resultierenden Algorithmus an.

(b) Bestimmen Sie den Fehlerfortpflanzungsoperator e#*1 = PeF,

Aufgabe 2 (Eigenschaften von P;) (3 Punkte)

Sei A € R ¢ine spd-Matrix, R; : R — R’ die Restriktion auf ein Teilgebiet 2; und A; =
R;ART die Einschrinkung von A auf ein Teilgebiet ;. Zeigen Sie, dass P, = RI A} IR;A eine
Orthogonalprojektion ist bzgl. des A-Skalarprodukts mit den folgenden Eigenschaften

(a) P2 =P,

(b) AP, = PI'A. Dies impliziert (z, Py)a = (Pix,y)a, d.h. P; ist selbst-adjungiert beziiglich
des A-Skalarprodukts.

(c
(d

(Pix, Py)a = (x, Py)a Yo,y € R,
(Piz,(1 — P)y)a = 0Vx,y € RL.

)
)
(e) [lll% = [1Pzll% + [I(1 — P)z|l} Vo € RY.

)

) [|Piz|la < ||z||a Yz € RL.



Aufgabe 3 (Analytische Fehlerdampfung) (9 Punkte)
In dieser Aufgabe wird das 1D Problem

—Ugy = fin (0,1)
u(0) =u(l) =0

betrachtet. Die Diskretisierung mit linearen Finiten Elementen auf einem Gitter mit n = 2N +1
Punkten im inneren fithrt zu dem Gleichunssystem

1
Ahu:ﬁ . u=f,

-1 2

wobei die Gitterweite gegeben ist durch h = 1/(n + 1). Zuséatzlich ist ein grobes Gitter mit
N = (n—1)/2 Punkten und H = 1/(N + 1) = 2h definiert. Die Systemmatrix fiir das Grobgit-
tersystem ist analog zu Ay, definiert.

Das Gleichungssystem auf dem feinen Gitter wird iterativ mittels dem Jacobi-Verfahren und
zusétzlicher Grobgitterkorrektur gelost. Ziel dieser Aufgabe ist es, zu zeigen, dass das Jacobi-
Verfahren bestimmmte Anteile des Fehlers stark reduziert und durch die Grobgitterkorrektur
die Anteile reduziert werden, die nur schwach vom Jacobi-Verfahren gedampft werden.

(a) Zeigen Sie, dass (ex); = sin(kirh) die Eigenvektoren von A, sind mit den Eigenwerten

% sin2(kgh).

(b) Bestimmen Sie den Fehlerfortpflanzungsoperator e**! = E.e* der Jacobi-Methode und
dessen Eigenwerte. Zeigen Sie damit, dass die hochfrequenten Anteile des Fehlers (Fre-
quenz zwischen 7/4 und 37 /4) stark gedampft werden und niedrigfrequente Anteile (Fre-
quenz kleiner 7/4) nur gering geddmpft werden.

(c) Bestimmen Sie die Restriktions und Interpolations Matrizen R, RT, sodass stiickweise
lineare Funktionen auf dem groben Gitter exakt in das feine Gitter interpoliert werden.

(d) Der Fehlerfortpflanzungsoperator der Grobgitterkorrektur liasst sich darstellen als E. =
1 - RTA;IlRAh. Um die Eigenwerte dieses Operators zu bestimmen, wird E. zunéchst
auf (2 x 2) Blockdiagonalform gebracht. Sei Dazu @}, eine Matrix mit den Eigenvektoren
von Ay in folgender Reihenfolge

Qn = (61 €n €2 €p—1 't EN EN42 €N+1)
und Qg die Matrix der Eigenvektoren von Apy in kanonischer Reihenfolge.
(i) Zeigen Sie, dass

sin?(wh/2) cos?(mwh/2)

sin?(wh/2) cos?(mwh/2)
Qi 'E.Qp = sin?(27h/2) cos?(27h/2)
sin?(27h/2) cos?(2mh/2)



Sie kénnen davon ausgehen, dass der letzte Block dieser Matrix auch die Grofie 2 x 2
hat.

(ii) Bestimmen Sie die Eigenvektoren und Eigenwerte der Diagonalblocke.

(iii) Folgern Sie, dass die Grobgitterkorrektur den niedrigfrequenten Anteil des Fehlers
reduziert.



