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Vorwort

Sehr geehrte Leserinnen und Leser!

Das zuriickliegende Jahr 2014 war fiir uns
im ZIV schon etwas Besonderes — nicht
selten hat man die Chance, in einem so
jungen und sich schnell entwickelnden
Arbeitsfeld wie der Informationstechno-
logie ein goldenes Jubildum zu feiern. 50
Jahre ZIV — 1964 bis 2014 — das ist schon
was!

In einer Festveranstaltung am 12. Sep-
tember 2014 haben wir diesen freudigen
Anlass mit einem feierlichen Kolloquium
begangen. Etwa 200 Teilnehmer — akti-
ve und ehemalige Beschaftigte des ZIV
sowie Kolleginnen und Kollegen aus der
WWU und von anderen Hochschulen -
konnten durch die Festvortrdge sowohl
ein Bild von der Vergangenheit der Infor-
mationsverarbeitung an der Uni Miinster
gewinnen wie auch einen Ausblick auf
die technologischen Zukunftsperspek-
tiven erhaschen. Zur Geschichte des ZIV
und der Informationsverarbeitung an der
WWU finden Sie einen Artikel im vorlie-
genden Jahresbericht. Es freut mich aber
auch besonders, dass das Jahrbuch 2014
der WWU Miinster ebenfalls eingehend
iiber das runde Jubilaum berichtet.
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Fiir mich stand das zuriickliegende Jahr
aberauch sehrim Zeichen der hochschul-
ubergreifenden IT-Zusammenarbeit. Die
Aktivitdten von DV-ISA, des Arbeitskrei-
ses DV-Infrastruktur der Hochschulen in
NRW, haben in den letzten beiden Jah-
ren — und 2014 ganz besonders — an
Intensitdat gewonnen, und ich freue mich
sehr, dies auch selbst im sogenannten
»,Kernteam“ des DV-ISA aktiv mitgestalten
zu kdnnen. Aktuell bewegen zahlreiche
Themenfelder die IKM-Verantwortlichen
der Hochschulen: von High Performance
Computing bis e-Learning, von der Lehr-
amts-Praktikumsplatz-Vergabeplattform
bis zum Forschungsdatenmanagement,
von der nachhaltigen Finanzierung der
IT-Infrastruktur bis zum Software Asset
Management. Hier sind die DV-ISA Ar-
beitsgruppen aktiv, um hochschuliiber-
greifende Konzepte zu entwickeln und
Synergiepotentiale zu erschlieRen.

In diesem Umfeld wurde vom ZIV als
Konsortialftihrer fiir die Hochschulen in
NRW im letzten Jahr das Projekt Sync &
Share NRW besonders intensiv vorange-
trieben, sodass es unter dem Markenna-

men ,,sciebo — die Campuscloud® Anfang
2015 sehr erfolgreich in Betrieb genom-
men werden konnten.

Viel SpaB bei der Lektiire des Geschdfts-
berichts 2014!

TR Vgl

Herzlichst,
Ihr Raimund Vogl
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Zahlen & Fakten

Strukturdaten

Stand: 31.12.2014 (Verdnderungen zum Vorjahr in Prozent)

» Kommunikationsinfrastruktur

67.470 343 1.910TB

Netzanschliisse Erschlossene Gebdude Datentransfer zum Internet via DFN pro Jahr
+4,5% +1,5% +11,4%
5 2.025 22.103
Handys/Smartphones WLAN-Access-Points Analoge/digitale Telefone
- +1,6%/)  \_ +5,5%/ +2,7%
4 ) 4 k )
38.491 309 Km 2.580.007
Registrierte Endsysteme Glasfaserverkabelung Externe Telefonieverbindungen pro Jahr
\_ +3,0%/ \_ +0,7%/ -5,5%
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» Serverinfrastruktur

i 150 :
Betriebene physische Serversysteme
\_ +25,0%/
600
Betriebene virtuelle Serversysteme
\_ +33,3%/
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4 )
1.461 1B
Datenvolumen TSM-Backup
\_ +33,2%/
4 )
83,4 %

Auslastung HPC-System PALMA
\_ +5,2%/
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» Dienste

Zahlen & Fakten

77.322

~13 GB

Aktive Nutzerkennungen Tagliches Mail-Datenvolumen (Wochentage)
+5,0% +-0%
4 N\ )

~900.000

E-Mails pro Tag
N -21,7%/  \_

4.047 GB

Datenmenge der zentralen Web-
Présentation der WWU 417,29

4 o N )
88 % 131.283
Rate der geblockten Spam-Mails Druckauftrage pro Jahr

\_ -4,3%) \_ (mit ca. 1,6 Mio. Seiten)  .26,2%)




» Beratung und Support

4.712

Félle im Datennetz (NOC) pro Jahr
-6,4%

2,149 )

TK/AVM-Auftrage pro Jahr
x -5,0%/

: 497 )

Sicherheitsrelevante Vorfalle (CERT) pro Jahr

\_ -12,5%/
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5.132

ZIVline-Beratungen (Hotline) pro Jahr
N.A

" 3.499

Teilnehmer an Softwareschulungen pro Jahr

\_ +6,8%/

: 265 )

Angebotene Softwarekurse pro Jahr

S 1,1%

Zahlen & Fakten




Zahlen & Fakten

Ergebnisse der Nutzerstudie 2014

» Imagewerte
Welche Eigenschaften verbinden Nutzer mit dem ZIV?

100% -
75%
50% -
25% A

Kompetent Sicherheits- Hilfsbereit Freundlich Zuverldssig Innovativ Umweltbewusst Gut erreichbar

bewusst
n_.=316
W Trifft zu u Trifft eher zu w Trifft weniger zu m Trifft nicht zu n =1016
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HEEN
e Zahlen & Fakten
» Servicequalitat » Gesamtzufriedenheit
Wie beurteilen Nutzer die Servicequalitdt des ZIV? Wie zufrieden sind Nutzer mit dem ZIV insgesamt?
|
1,3%
Nutzerverstandnis 5,1 % ’

Auskunftsqualitat

Bearbeitungszeit

Bedienung der
ZIV-Dienste

Offnungszeiten

Auffindbarkeit der
Ansprechpartner

m Sehr zufrieden
m Eher zufrieden
© Eherunzufrieden

0% 20% 40% 60%

n_.=930,n =1.298 ® Sehrunzufrieden
W Sehrgut mGut = Wenigergut  ® Eher schlecht
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Befragung bestatigt hohe Zufriedenheit
mit dem IV-System der WWU

Die Beschaftigten der WWU sind insge-
samt mit der Betreuung durch IVVen,
IT-Administratoren und das ZIV sehr zu-
frieden. Das ergab eine Befragung, an der
Ende 2014 knapp 900 Personen teilge-
nommen haben.

Die bereits sehr guten Werte aus dem Vor-
jahr wurden dabei sogar noch gesteigert

7%

46 %

IVVen

(Abb. 1): Waren 2013 rund 79 Prozent mit
den IVVen sehr oder eher zufrieden, sind
es nun 83 Prozent. Der Anteil der sehr
Zufriedenen hat sich sogar um sieben
Prozent auf 46 Prozent deutlich erhoht.
Ahnlich sieht es auch beim ZIV aus, das
den Anteil der sehr Zufriedenen um 13
Prozent steigern konnte und 90 Prozent
Gesamtzufriedenheit erzielt.

IT-Administrator

Abb. 1: Gesamtzufriedenheit der Nutzer mit der Betreuung durch lhre IVV, das ZIV und lhren IT-Administrator
(Quelle: Befragung zum IV-System der WWU; n,, =486, n, =445,n,, = =264)
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Zahlen & Fakten

In vielen Fachbereichen gibt es neben
IVVen und ZIV noch weitere mit IT-Themen
befasste Personen (sogenannte IT-Admi-
nistratoren). Diese erreichen in der Um-
frage einen ebenfalls sehr guten Wert von
89 Prozent Gesamtzufriedenheit. Allen
Akteuren im IV-System bescheinigen die
Befragten Freundlichkeit, Kompetenz,
Hilfsbereitschaft und Zuverldssigkeit.

5%

o) [o)
3% o, 7%
0% ', '/
‘ 44 %
28 %
47 % 60%
37% °
v

= sehr unzufrieden
= eher unzufrieden
= eher zufrieden

m sehr zufrieden
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100 %

84 %
80 %
60 %
45 O/o 47 0/0
[o)
40 % 20%
20 % 17 %
0% . . . I
dienstlich privat dienstlich privat dienstlich privat dienstlich privat
Desktop-PC Laptop Tablet Smartphone

Abb. 2: Gerdtenutzung an der WWU

(Quelle: Befragung zum IV-System der WWU; n=876)

Ein Schwerpunkt der Befragung lag auf
dem Thema Privatgerdtenutzung fiir
dienstliche Zwecke (,,Bring your own De-
vice“, BYOD) und forderte Interessantes
zu Tage (Abb. 2): So verwendet bereits
jeder Zweite seinen privaten Laptop und
sein privates Smartphone im Dienst.
Auch bei Tablets werden drei Mal so hdu-
fig Privatgerdte wie uni-eigene Gerdte ge-
nutzt. Als Griinde werden vor allem erfor-
derliche Zugriff von zu Hause, der Wunsch
nach einem gewohnten Gerdt sowie nicht
vorhandene Dienstgerdte genannt.
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Einen zweiten Schwerpunkt der Umfrage
stellte das Thema Softwarelizensierung
dar. Hier zeigte sich eine grofe Unsi-
cherheit der Befragten hinsichtlich der
Verantwortlichkeit fiir die Einhaltung von
Lizenzbedingungen. Auch der Informa-
tionsstand zur verfligbaren Software ist
noch verbesserungsfahig. Campusver-
trdge werden von den meisten Befragten
positiv gesehen, auch wenn sie fiir die
Institute Kosten verursachen. Besonders
hohe Zustimmung hat dabei die zentrale
Bereitstellung eines Virenscanners und
von Adobe Acrobat.

In den offenen Angaben wurde die Arbeit
der IV-Akteure haufig gelobt. Einige Nut-
zer merkten aber an, dass sie die IT der
WWU insgesamt fiir unterfinanziert hal-
ten und wiinschen sich eine bessere Aus-
stattung der entsprechenden Bereiche.
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IT-Strategie der WWU: 2015-2019

Eine breit abgestimmte mittelfristige
IT-Strategie ist fiir die Koordination der
auf den unterschiedlichen Ebenen — in
der Hochschulleitung, im ZIV, in den
IVVen und in den Instituten — laufenden
Aktivitaten von grofer Bedeutung. Seit
2009 liegt eine solche IT-Strategie auch
fuir die WWU Miinster vor. Sie ist fiir einen
5-Jahres-Zeitraum ausgestaltet und wur-
de im Auftrag des IV-Lenkungsausschus-
ses (IV-L) von einer Arbeitsgruppe der
IV-Kommission (IV-K) im Laufe des Jahres
2009 erarbeitet und nach der Empfeh-
lung durch IV-K und IV-L am 10.06.2010
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vom Rektorat der WWU beschlossen.

Die IT-Strategie formuliert Ziele fiir das
IV-System der WWU und einen Katalog
von MaBnahmen zu deren Erreichung.
Sie umfasst auch die Selbstverpflichtung
zur Priifung des Umsetzungsstandes der
Mafinahmen nach drei Jahren sowie die
Fortschreibung fiir die Folgeperiode. Die
Ausarbeitung dieser IT-Strategie fiir die
Periode 2015 bis 2019 ist aktuell in Ar-
beit — die bisherige Diskussion der Ar-
beitsgruppe hat schon zu recht klaren
Zielsetzungen gefiihrt, die bei dieser

Uberarbeitung sehr eng mit zugehorigen
Mafinahmen gekoppelt sein sollen.

Ein wesentlicher Punkt dabei ist die Be-
wahrung und Weiterentwicklung des
IV-Systems der WWU. Es gilt, Parallel-
strukturen zu vermeiden und bewdhrte
Strukturen einzubinden und zu erhalten.
Erforderlich ist eine Definition der Schnitt-
stellen zu angrenzenden Themenfeldern,
insbesondere im Bereich der IT-Anwen-
dungssysteme (Projektierung und Be-
trieb), der elearning-Anwendergruppe
und des Learnweb-Supports.
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Im IT-Bereich ist in den kommenden
fiinf Jahren ein massiver Wandel zu er-
warten. Dieser wird geprdgt durch den
starken Bedeutungsverlust klassischer
Desktop-Rechner und den gleichzeitigen
Bedeutungsanstieg mobiler und personli-
che Endgerdte (BYOD). Ziel der IT-Verant-
wortlichen der WWU ist es, den Wandel
durch die friihzeitige Einleitung entspre-
chender Mafinahmen zu gestalten. Die
zunehmend bedeutsamere Rolle des Nut-
zers als Administrator seiner eigenen Ge-
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rdte benotigt ein neues Rollenverstdand-
nis und eine neue Positionierung der
professionellen IT-Administratoren. Hier
ist die Definition einer neuen Schnittstel-
le zwischen Uni-IT-Administratoren und
Endnutzern erforderlich. Ein maoglicher
Zugang dazu ist die Virtualisierungse-
bene zur Bereitstellung individualisier-
ter virtueller Maschinen (VMs). Auch im
System-Backend ergeben sich durch die
Mandantenfdhigkeit von Systemen und
Netzen neue Nutzungsszenarien.

Projekte 2014

Ein weiterer wesentlicher Aspekt der
IT-Strategie ist die Sicherstellung der
Hochverfligbarkeit der IT-Infrastruktur.
Hierzu wird eine Roadmap erstellt und
der Finanzierungsbedarf ermittelt. Eine
ganzheitliche Betrachtung, die neben den
vier Aspekten Netzwerk, Server/Storage,
Wartungsvertrage und Personal auch die
gebdudetechnische Infrastruktur (Elektro,
Klima, GLT) einbezieht, ist unumganglich.
Als Ziel wird eine Verfligharkeit von 99,8
Prozent fiir ausgewdhlte zentrale Dienste
angestrebt.

Um die hohe Qualitat der IV-Infrastruktur
an der WWU langfristig sichern zu kon-
nen, ist eine nachhaltige Finanzierung un-
abdingbar. Klare Finanzierungstangenten
missen sichergestellt werden, um eine
langfristige Planung in Zukunftsinvesti-
tionen zu ermdglichen. Die Veroffentli-
chung von Kennzahlen und die Teilnahme
an Benchmarks (bspw. die europdische
BencHEIT-Initiative) sollen die Transpa-
renz der Ausgaben verbessern und Ein-
sparpotentiale ermitteln. Auch hinsicht-
lich der IT-Beschaffungsvorgange (insbes.
auf dezentraler Ebene) und der Inventari-
sierung soll die Transparenz gesteigert
werden. Bei den Benchmarking-Kennzah-
len wird jedoch nicht nur die Finanzpers-
pektive Beachtung finden, sondern auch
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die Nutzer- und Ressourcen-Perspekti-
ve. So soll die Qualitat der IT-Betreuung
durch regelmafRige Nutzerbefragungen
von ZIV und IVVen gesichert werden.

Im Hinblick auf das strategische Thema
Energieeffizienz wird es als erforderlich
erachtet, IT-Verantwortliche bereits bei
der Planung der Gebdude-Infrastruk-
tur einzubinden und gegebenenfalls
einschldagig ausgewiesene Planer her-
beizuziehen. Um durch eine optimierte
Gerdteauslastung eine gesteigerte Ener-
gieeffizienz zu erzielen, sollen die Server-
virtualisierung, die Desktop-Virtualisie-
rung durch Zero-/Thin-Clients sowie die
Virtualized Desktop Infrastructure (143c
Antrag geplant; ggfs. Folgeantrage) voran-
getrieben werden. Weiterhin stellen eine
sinnvoll ausgelegte Wasserkiihlung in ge-
meinsam genutzten Serverrdumen sowie
eine Warmwasser-Kiihlung fiir HPC-Ser-
verrdume wichtige Beitrdge zur Energieef-
fizienz dar. Bei Hardwarebeschaffungen
gilt es, eine TCO-Betrachtung von Energie-
einsparung vs. hohere Kosten der Gerate-
beschaffung (bzw. Einfluss auf Nutzungs-
dauer) durchzufiihren. Grundsatzlich gilt,
dass Energieeffizienz kein Selbstzweck
sein darf und IT-Betriebssicherheit und
Stabilitat oberstes Gebot sind. Die IT-Ver-
antwortlichen der WWU verfolgen strate-
gisch und operativ die Beriicksichtigung
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der Energieeffizienz und sind in diesem
Themenfeld federfiihrend.

Aktuell wird das Thema korrekte Soft-
warelizensierung in Hochschulrechen-
zentren stark diskutiert. Hier ist unter
dem Compliance-Gesichtspunkt sowie
zur rechtlichen Absicherung fiir IT-Verant-
wortliche und die Hochschule als Ganzes
eine jahresaktuelle Aufbereitung und Prii-
fung der Lizenzsituation geplant. Es soll
eine umfassende Kostentransparenz ge-
schaffen werden, um Uber- sowie Unter-
lizenzierung zu vermeiden und Rektorats-
entscheidungen fiir die Absicherung der
IT-Verantwortlichen bei rechtlichen Grau-
zonen herbeizufiihren. Auflerdem gilt
es, sich auf neue, cloud-orientiere Soft-
ware-Lizenzierungsmodelle einzustellen.

Ein weiterer wesentlicher Punkt der
IT-Strategie ist der Ausbau von Koopera-
tionen im IT-Bereich. Durch hochschulin-
terne IT-Kooperationen sollen Synergien
erschlossen und Kosten gespart werden.
Es gilt, die IT-Dienstkataloge zu straffen,
transparenter zu machen und maogliche
Mehrgleisigkeiten zu beseitigen. Auch
hochschuliibergreifend kénnen Synergi-
en erschlossen werden, etwa bei Konsor-
tialprojekten wie Sync & Share NRW bzw.
sciebo oder der Plattform zur Praktikums-
platzvergabe (PVP). Auch die Mitwirkung

bei DV-ISA zur Formulierung einer Hoch-
schul-Landes-IT-Strategie sowie einer
HPC-Landesstrategie NRW ist ein Beispiel
hierfiir. Weitere Themenfelder fiir hoch-
schuliibergreifende Strategien, die es im
Rahmen von DV-ISA zu bearbeiten gilt,
sind unter anderem das Management von
Forschungsdaten oder die aktuellen Ent-
wicklungen hinsichtlich der Systeme der
Informationsversorgung (Bibliothekssys-
teme).

Im Bereich Forschungsdatenmanagement
giltes, eine einheitliche WWU-Strategie zu
erarbeiten und eine Forschungsdaten-Re-
solution zu verabschieden, um die notige
Infrastruktur und die Werkzeuge fiir die
Forscher zu schaffen. Beim Themenkom-
plex eLearning hat sich das Learnweb als
ein zentral bedeutsames System mit ho-
her Sichtbarkeit etabliert. Hier gilt es, die
Betreuung organisatorisch und finanziell
nachhaltig sicherzustellen und eine neue
organisatorische Struktur durch die Ein-
bindung der cHL-Anwendergruppe in die
Gremienstruktur zu schaffen. Gleichzeitig
sollte die Vernetzung mit anderen Hoch-
schulen forciert werden und ein einheit-
licher eAssessment-Service fiir die WWU
mit geeigneten Personal- und Raumres-
sourcen geschaffen werden.
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Erneuerung des Backbones
des WWU-Kommunikationsnetzes

Das Kommunikationsnetz der WWU ver-
sorgt im gesamten Stadtgebiet von Miins-
ter etwa 200 Gebdude mit 37.000 Netz-
anschliissen und 8.000 konventionellen
Telefonanschliissen. Auflerdem existie-
ren an der WWU circa 1.200 WLAN-Zu-
gangspunkte fiir den Netzzugang von mo-
bilen Gerdten. Das Kommunikationsnetz
der WWU stellt also ein typisches Me-
tropolitan Area Network (MAN) dar. Das
Kernelement dieses Kommunikationsnet-
zes ist das sogenannte Backbone-Netz.
Dieses Backbone besteht derzeit aus 16
Geraten, die zum einen fiir die Netzanbin-
dung von geografischen Grof3bereichen
zustdandig sind und zum anderen die
Verbindung zu zentralen Netzdiensten
(z. B. VPN-Einwahl, Intrusion Prevention/
Firewall-Funktion) und weiteren wichtigen
Infrastrukturdiensten (z. B. dem DataCen-
ter-Netzbereich) herstellen. Die Standard-
netzbandbreite im Backbone betragt ak-
tuell 10 GBits/s.

Bei den zwischen sieben und elf Jahre
alten Backbone-Geraten ist eine Erneue-
rung erforderlich, um auch fiir zukiinftige

Anforderungen geriistet zu sein. Die im
Backbone verfligbaren Bandbreiten sol-
len an den absehbaren Bedarf angepasst
werden, zudem sind Anderungen an der
Netzstruktur notwendig, um dauerhaft
eine hohe betriebliche Stabilitat und da-
mit eine hochstmaogliche Verfiigbarkeit zu
erzielen.

Da eine hundertprozentige Verfligbarkeit
nicht realisierbar ist, wurde im Projekt-
team der Abteilung Kommunikations-
systeme folgender Kerngedanke bei der
Neustrukturierung verfolgt: Durch tech-
nische MafRnahmen nicht vermeidbare
Fehlfunktionen bzw. Stérungen sollen in
ihren Auswirkungen auf begrenzte Netz-
bereiche beschrankt bleiben; Stérungen
in einem Netzbereich sollen sich nicht
auf andere Bereiche auswirken. Diesem
Gedanken entsprechend wurde ein Kon-
zept entwickelt, das sich als ,,Regionali-
sierung“ bezeichnen ldsst.

Im Rahmen der Regionalisierung wird das

Gesamtnetz der WWU in geografische
und funktionale Regionen aufgeteilt. Ge-
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plant sind acht geografische Regionen,
die jeweils etwa 5.000 der insgesamt
37.000 Netzanschliisse umfassen. Funk-
tionale Regionen werden beispielsweise
flir zentrale Netzdienste oder den Data-
Center-Netzbereich eingerichtet. Die voll-
standige Autarkie einer geografischen
Region wird somit nicht verfolgt — nur fiir
ausgewdhlte Teilservices wie die Telefo-
nie soll eine geografische Region autark
funktionieren.

Ziel der Regionalisierung ist eine hochst-
mogliche Verfiigbarkeit des Gesamtsys-
tems. Dies wird auch durch eine schnel-
lere  Fehlerlokalisierung, einfacheres
Troubleshooting und damit kiirzere Wie-
derherstellungszeiten im St6rungsfall
ermoglicht. AuRerdem soll bei den neu-
en Backbone-Geraten konsequent Clus-
ter-Technologie eingesetzt werden, bei
der zwei Gerate mit verschiedenen Stand-
orten zu einem hochverfiigbaren Cluster
zusammengeschaltet werden kdnnen.
Die Cluster-Technologie ist die zurzeit
bestmogliche technische Umsetzung von
Redundanz und bietet ein Héchstmaf an
Wartungsfreundlichkeit und Servicekonti-
nuitdt.
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Die Grobplanung des Projekts Backbo-
ne-Erneuerung ist abgeschlossen, die
erkennbaren Aufgaben der Feinplanung
sind formuliert und miissen bis Ende des
Jahres 2014 abgeschlossen werden. Fiir
die Umsetzung des neuen Regionalisie-
rungskonzeptes sind auch eine Vielzahl
von infrastrukturellen MaBnahmen not-
wendig — so werden beispielsweise ent-
sprechend ausgelegte Rdumlichkeiten
fiir die neuen Backbone-Gerdte und aus-
reichende Kapazitdten im sich iber die
ganze Stadt Miinster erstreckenden Glas-
fasernetz bendétigt.

Diese InfrastrukturmaBBnahmen sind
schon weit fortgeschritten und auch die
von den neuen Backbone-Gerdten zu er-
fiillenden Leistungsmerkmale sind inzwi-
schen gekldrt. Nach einer umfangreichen
Produktbewertung fiel die Entscheidung
flir Gerate vom Typ HP12504. Im Dezem-
ber 2014 wurden 22 Gerdte dieses Typs
bestellt, ein Grof3teil der Lieferung ist be-
reits im Februar 2015 erfolgt.

Wegen der neuen Strukturierung in geo-
grafische Regionen wird die Backbo-
ne-Erneuerung nicht nur zu kurzfristigen

Unterbrechungen von Netzverbindungen
fiihren, sondern auch langfristige Ande-
rungen bei VLANs und IP-Adressen nach
sich ziehen. Grof¥flachige Maflnahmen
in diesem Bereich, von denen die Nut-
zer und die betreuenden IVVen betroffen
sind, sollen aber erst 2016 erfolgen. Hier-
zu informiert das ZIV rechtzeitig.
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Umgang mit Forschungsdaten

Ergebnisse einer Forscherbefragung an der WWU

Ob Messreihen, Umfrageergebnisse oder
Simulationsdaten — Forschungsprimarda-
ten sowie deren Aufbereitung, Speiche-
rung und Zugadnglichmachung nehmen
einen hohen Stellenwert im Forschungs-
prozess vieler Disziplinen ein. Die WWU
Minster will sich diesem Thema daher
kiinftig starker widmen. Um den Status
quo und den Unterstiitzungsbedarf beim
Umgang mit Forschungsdaten zu ermit-
teln, hat das ZIV gemeinsam mit ULB und
Dezernat 6 insgesamt 667 Forscherinnen
und Forscher an der WWU befragt. Rund
ein Fiinftel der Teilnehmer (19 %) geho-
ren zur Professorenschaft, 79 Prozent
sind dem akademischen Mittelbau zuzu-
ordnen (v. a. wissenschaftliche Mitarbei-
ter, akademische Rate und Doktoranden).

Auf Grund des Selbstrekrutierungscha-
rakters der Studie ist anzunehmen, dass
tiberproportional viele Personen mit
einem hohen Interesse am Thema For-
schungsdatenmanagement teilgenom-
men haben. Tatsachlich stammt ein Grof3-
teil der Befragten aus Fachbereichen, in
denen traditionell empirische Datener-
hebungen eine grof’e Rolle spielen, ins-
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besondere Medizin, Naturwissenschaf-
ten und Wirtschaftswissenschaften. Eher
interpretierend arbeitende Fachberei-
che wie Jura, Theologie oder Geschichte
sind dagegen kaum vertreten. Die unter-
schiedliche Bedeutung von Forschungs-

Experimentelle Daten

Quantitative Messdaten

Statistiken

Qualitative Daten aus Beobachtungen
Quantitative Daten aus Beobachtungen
Quantitative Daten aus Umfragen
Qualitative Daten aus Umfragen
Modelle

Zeitreihendaten

Gendaten

Algorithmen

Sonstige

Aggregatdaten

Geodaten

14,8 %
9,3 %

daten in den einzelnen Fachbereichen
spiegelt sich auch in der Datenmenge: So
verfiigt ein Befragter der medizinischen,
naturwissenschaftlichen und wirtschafts-
wissenschaftlichen Fachbereiche durch-
schnittlich etwa iiber Forschungsdaten

60,4 %
6 %

|
0%

20 % 40 % 60 %

Abb. 1: Art der vorhandenen Forschungsdaten (WWU-Forschungsdatenumfrage 2014; n=667)
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mit dem 17-fachen Volumen eines Umfra-
geteilnehmers aus den librigen Bereichen
— d. h. mehr als 95 Prozent des Datenvo-
lumens entfallt auf die Forscher/innen
der erstgenannten Fachbereiche.

Bei den produzierten Daten (Abb. 1) han-
delt es sich vorwiegend um experimentel-
le Daten (60,4 %), quantitative Messdaten
(54,6 %) und Statistiken (44,4 %). Aber
auch quantitative und qualitative Beob-
achtungs- (35,5 % bzw. 39,6 %) und Be-
fragungsdaten (29,2 % bzw. 27,7 %) wer-
den von vielen Forscher/innen erzeugt.
Signifikante Unterschiede zwischen den
fiinf Profilbereichen Geistes- und Sozial-
wissenschaften, Lebenswissenschaften,
Mathematik, Naturwissenschaften sowie
Wirtschaft und Recht sind klar erkennbar
und auf die zentralen Untersuchungsge-
genstdande zuriickzufiihren — so treten
Algorithmen beispielsweise primdrim Be-
reich Mathematik auf, Gendaten dagegen
in den Lebenswissenschaften. Ingesamt
weisen die anfallenden Datenarten aber
vor allem darauf hin, dass eine vielféltige
Anwendung verschiedener Analysever-
fahren in den Fachbereichen stattfindet.

Wie zu erwarten speichert die Mehrheit
der Befragten Forschungsdaten lokal auf
einem dienstlichen Rechner (69,9 %),
dariiber hinaus haben sich auch externe
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52,5 %
50 %
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10 % 10,3 %
1,0 % 0,7 %
O 0/0 T T
bis zu bis zu bis zu bis zu biszu 10 unbekannt
6 Monaten 1 Jahr 3 Jahre 5 Jahre Jahren oder
langer

Abb. 2: Aufbewahrungsdauer (WWU-Forschungsdatenumfrage 2014; n=667)

Datentrdger (62,8 %) und Server der In-
stitute (48,3 %) etabliert. Datenarchive
werden dagegen nur sehr selten als Spei-
cherort genutzt (7,5 %) und wenn doch,
dann handelt es sich lberwiegend um
Datenarchive im eigenen Institut oder der
eigenen Abteilung. Nationale und inter-
nationale fachspezifische Datenarchive
nehmen bei den Forscher/innen der WWU
keinen relevanten Stellenwert im Rahmen
des Forschungsdatenmanagements ein.
Abgelegt werden Forschungsdaten primar
als Text- und Bilddateien (75,9 % bzw.
51,6 %) sowie in Form von geratespezifi-
schen Dateiformaten (43,3 %) und Daten-

bankformaten (31,2 %).

Rund 60 Prozent der Befragten geben an,
ihre Daten nach Abschluss des jeweiligen
Projekts mindestens fiinf Jahre vorzuhal-
ten — jeder zweite Forschern nennt sogar
einen Speicherzeitraum von bis zu zehn
Jahren oder langer als iibliche Aufbewah-
rungsdauer (Abb.2). Dies geschieht nicht
ohne Grund: Gesichert werden die Daten
in erster Linie fiir den Nachweis der Repli-
zierbarkeit der Ergebnisse (84,9 %), fir
die eigene Re-Analyse (84,9 %) und fiir
die Re-Analyse von anderen Forschern
(42,4 %). Den Zeitaufwand, den das Si-
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chern und Aufbereiten der Forschungs-
daten einnimmt und ihrer Meinung nach
idealerweise einnehmen sollte, kann
mehr als ein Drittel der Befragten nicht
einschdtzen. Signifikante Diskrepanzen
zwischen tatsachlichem und gewiinsch-
tem Zeitaufwand finden sich nur bei ei-
nem zeitlichen Einsatz von mehr als zwei
Wochen (Diskrepanz: 12,6 %).

Offentlich zugénglich gemacht werden
Forschungsdaten wenn nurin Verbindung
mit einer Veroffentlichung in einem Verlag
(17,4 %) — die Bereitstellung {iber ein Re-

4,0 %

16,0 %

37,5 %

15,0 %

pository des Instituts stellt die Ausnahme
dar (4,2 %). Griinde fiir die diesbeziiglich
grof3e Zuriickhaltung von Dreiviertel der
Befragten sind rechtliche Einschrankun-
gen, ungeeignete Daten und das Fehlen
einer geeigneten Plattform. Auch einem
von der WWU bereitgestellten Datenar-
chiv stehen die Forscher/innen eher kri-
tisch gegeniiber: 20 Prozent wiirden eine
solche Plattform nicht nutzen, 30 Prozent
sind sich unsicher. Meist sprechen weite-
re Publikationen auf Basis der vorliegen-
den Daten oder Datenschutzbedenken
gegen eine Nutzung.

sehr gut

gut
m durchschnittlich
m gering

27,4 %
m sehr gering

Abb. 3: Wissensstand zum Forschungsdatenmanagement (WWU-Forschungsdatenumfrage 2014; n=667)
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Der Umgang mit Forschungsdaten wird
auch durch Richtlinien und Drittmittelge-
ber beeinflusst — an der WWU nehmen
diese Faktoren jedoch eine eher unterge-
ordnete Rolle ein. Maximal jeder fiinfte
Befragte kennt verbindliche Richtlinien
seiner Fachdisziplin zur systematischen
Erfassung der Forschungsdaten {iber eine
interne  Nachweisdatenbank (5,8 %),
zum Datenbackup fiir eine vorgegebene
Zeitdauer (19,9 %) oder zur 6ffentlichen
Zuganglichmachung der Daten fiir Dritte
(21,9 %). Dies steht in deutlichem Kon-
trast zur Relevanz, die Forscher/innen,
in deren Fachbereich solche Regelungen
existieren, ebendiesen beimessen: zwi-
schen 70 und 80 Prozent halten sie fiir
(sehr) wichtig.

Obwohl Forschungsdaten und ihr Ma-
nagement auch an der WWU von zen-
traler Bedeutung sind, schdtzen die
meisten befragten Forscher/innen ihren
Wissenstand hierzu als verbesserungs-
fahig ein: 80 Prozent der Teilnehmer
halten ihre Kenntnisse fiir (sehr) gering
oder durchschnittlich, lediglich 20 Pro-
zent stufen ihr Wissen als (sehr) gut ein.
Beratungsangebote werden vorrangig zu
rechtlichen und technischen Fragen ge-
wiinscht (52,9 % bzw. 48,4 %), aber auch
zum Umgang mit Forschungsdaten im All-
gemeinen (38,7 %).

21



Datenaustausch 2.0

Ein Einblick in den Aufbau und die Entwicklung eines universitidren Cloud-Speichers

Ende 2011 begann unter den IT-Verant-
wortlichen der offentlich finanzierten
Forschungsuniversitaten in NRW eine leb-
hafte Diskussion liber eine Reihe von mit-
einander verkniipften Themen:

Anerkennung oder Verbot der 6ffentli-
chen Cloud-Services an Hochschulen:
Da kommerzielle, auf den Endverbrau-
cherausgerichtete Cloud-Services wie
Google Mail und Google Apps oder
Dropbox auch bei Forschern an Uni-
versitdten zunehmend an Akzeptanz
gewinnen, mussten wir unsere Positi-
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on in dieser Frage definieren. Sollten
wir kommerzielle Cloud-Dienste als
kostensparende Alternativen, z. B.
fur E-Mail-Konten von Studierenden,
unterstiitzen oder sollten wir sie be-
kampfen, weil wir sie als unsicher er-
achten in Bezug auf Datenschutz und
Geheimhaltung — ein sehr ernstes
Thema in Deutschland im Allgemei-
nen und fiir Forschungseinrichtungen
im Besonderen.

Notwendigkeit der Regulierung der
Cloud-Service-Nutzungvon Forschern:

Projekte 2014

Wenn Forscher Arbeitsdaten (wie z. B.
vertrauliche Forschungsergebnisse)
in Cloud-Services speichern, begeben
sie sich in die Gefahr, ihr Dienstpflich-
ten zu verletzen. Den Einsatz von
Cloud-Dienste aus Datenschutzgriin-
den an Universitdten pauschal zu ver-
bieten, wiirde jedoch an der Realitat
des Forschungsalltags vorbei gehen
— man muss in der Lage sein, eine ge-
eignete Alternative anbieten zu kon-
nen. Das ist es also, was universitdre
IT-Dienstleister leisten miissen.
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e Hochschuliibergreifende IT-Koopera-
tion: Als sich das Wissenschaftsminis-
terium 2007 aus universitdren Angele-
genheiten zuriickgezogen und so die
Autonomie der Hochschulen gestarkt
hat, sollten selbstorganisierte Koope-
rationen Kosten sparen, die Qualitat
von Forschung und Lehre verbessern
und so letztlich die Entscheidung des
Ministeriums fiir mehr Freiheit recht-
fertigen. Insbesondere kostenintensi-
ve IT-Projekte wurden in Zeiten knap-
per Budgets kritisch gepriift. Aber die
Diskussion iiber mogliche Szenarien
fiir hochschuliibergreifende IT-Koope-
rationen stagnierte schon in einem
friihen Stadium, da praktisch alle von
Universitdtsangehdrigen  genutzten
IT-Services von lokalen IT-Zentren zur
Verfligung gestellt wurden.
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Bei der Forderung nach einer On-Premi-
se-Alternative zu Cloud-Speichern wie
Dropbox — eine Forderung, die Forscher
wie Studierende lange vor Snowdens
NSA-Enthiillungen artikulierten — war die
Situation allerdings eine andere: Dieses
Feld war noch nicht abgedeckt und hier
war es absolut sinnvoll, eine hochschul-
ubergreifende Losung zu schaffen. Im
Friihjahr 2012 rief der Arbeitskreis der
Leiter Wissenschaftlicher Rechenzentren
in NRW (ARNW) daher ein Projekt fiir ei-
nen interuniversitdren Cloud-Speicher-
dienst (Sync & Share NRW bzw. sciebo)
ins Leben, dessen Konsortialfiihrung das
ZIV der Uni Miinster iibernahm.

Umfangreiche Marktforschungen und
Produkt-Evaluationen begannen bald
danach. Bereits in dieser Phase, im Som-
mer 2012, wurde ownCloud — damals

ein kompletter Neuling in der Open-Sour-
ce-Szene — als vielversprechender Kandi-
dat fiir das Projekt gesehen, das 350.000
Nutzern an circa 30 Hochschulen in NRW
5 Petabyte kostenlosen Cloud-Speicher
zur Verfiigung stellen soll. Die Speicher
selbst werden vor Ort von drei Universi-
taten betrieben, der Zugang erfolgt iber
ownCloud.

Fiir ein Projekt dieser Groflenordnung,
dessen Finanzierung sich in erheblichem
MaBe auf offentliche Mittel stiitzt, war
ein empirisch fundierter Entscheidungs-
prozess unentbehrlich. In Zusammenar-
beit mit dem Institut fiir Wirtschaftsin-
formatik der Universitat Miinster wurden
daher umfangreiche Untersuchungen zu
den Nutzererwartungen und -anforderun-
gen sowie zur erwarteten Adoption des
Dienstes durchgefiihrt — weitere Studien
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wahrend des Service-Betriebes in den
kommenden fiinf Jahren sind geplant,
um gezielte Marketing-Kampagnen und
kontinuierliche Service-Verbesserungen
durchfiihren zu konnen. Die bisherigen
Untersuchungen haben bereits zu wert-
vollen wissenschaftlichen Erkenntnissen
gefiihrt, die auf der ECIS 2014 und der
HCIl 2014 prasentiert wurden.

Im Hinblick auf die Sync & Share-Soft-
wareldsung konnte die kontinuierliche
Marktforschung von fast zwei Jahren zei-
gen, dass ownCloud sich iber die Zeit
positiv entwickelt hat. Zum Zeitpunkt der
finalen Entscheidung im April 2014, ver-
fligte ownCloud iiber eine Software-Suite,
die fast vollstdndig den Anforderungen
unserer Nutzer entsprach. Dariiber hin-
aus verpflichtete sich ownCloud, noch
fehlende Add-Ons fiir das 350.000-Be-
nutzer-Setup bereitzustellen.
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Die Open Source-Natur von ownCloud
war ein weiteres wichtiges Herausstel-
lungsmerkmal des Produkts gegeniiber
Konkurrenten, das es erlaubte, den Auf-
trag Mitte 2014 ohne offentliche Aus-
schreibung direkt zu vergeben. Das Open
Source-Prinzip schafft Vertrauen beim
Nutzer, da es Hintertiiren auf Seiten des
Betreibers ausschliet, und erzeugt au-
Berdem die Zuversicht, dass auch in den
kommenden fiinf Jahren des Service-Be-
triebs neue wiinschenswerte Features
entwickelt werden — angetrieben von
einer groBen Community und moglicher-
weise auch durch Studierende und durch
Forschungsprojekte der beteiligten Uni-
versitaten.

Die gesamte Installation wird, soweit
moglich, von Miinster aus zentral verwal-
tet. Darunter fallen die Tatigkeiten der Ins-
tallation, Uberwachung, Remote Manage-
ment, Releasewechsel und Reinstallation

von ersetzter Hardware. Ebenso wird das
systeminterne Netzwerk der einzelnen
Standorte von der Uni Miinster aus be-
trieben und iiberwacht. Die komplette Zu-
standigkeit fiir den proaktiven Systembe-
trieb (Installation, Uberwachung, Remote
Management, Releasewechsel, Reinstal-
lation von ersetzter Hardware) liegt beim
ZIV.

Auf Grund der hohen Anzahl an Endnut-
zern kann von der Betriebsfiihrung kein
direkter telefonischer Endnutzer-Support
durchgefiihrt werden. Es werden jedoch
Informationen im Web (mit Infos zum Be-
triebszustand des Systems), FAQs sowie
ein Kontaktformular fiir schriftliche An-
fragen (Bearbeitung (ber die Ticketsys-
teme der jeweiligen Einrichtung bzw. das
OTRS-System der zentralen Betriebsfiih-
rung; Reaktionszeiten next business day)
angeboten.
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Flexibel, energiesparend und innovativ

Multifunktionale Schulungsrdume am Orléans-Ring 12

Im neuen Seminarraumzentrum am Or-
léans-Ring wurden zwei neue Schulungs-
raume mit jeweils 25 Arbeitspldtzen
geschaffen, welche flexibel fiir Lehrver-
anstaltungen mit oder ohne IT-Unterstiit-
zung genutzt werden kdnnen.

Die Initiative fiir die Einrichtung der
Kursrdume kam aus dem Bereich ZIV-Soft-
wareschulungen. Dieser bietet Studie-
renden und Promovenden der WWU ein
breites Programm an praxisorientierten
Softwareschulungen an. Die Studieren-
den kdnnen in den Kursen ihre Software-

kompetenzen verbessern und damit Stu-
dium und Berufsstart effektiver gestalten.

Schnellnach dem Projektstartin 2010 wa-
ren die Raum-Kapazitdten in den Compu-
terrdumen des ZIV erschopft. Um der sehr
groBBen Nachfrage nach den Schulungen
weiterhin gerecht zu werden, kooperier-
te das Projekt erfolgreich mit den IVVen.
Softwareschulungen fanden zeitweilig in
mehr als zehn verschiedenen Computer-
raumen der WWU statt. Als der Bau des
Seminarraumzentrums am Orléans-Ring
12 im Jahr 2012 in die Planung ging, be-
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teiligte sich das ZIV mit einem Vorschlag
zur Ausstattung von zwei Schulungsrdu-
men mit multifunktionaler Nutzungsmaog-
lichkeit.

Vor dem Hintergrund der steigenden
Studierendenzahlen durch die doppel-
ten Abiturjahrgdange versprach sich das
ZIV eine Sicherung und Erweiterung des
Schulungsangebotes bei allgemein knap-
pen Kapazitdaten. Ein weiteres Ziel war die
Schaffung eines zentralen Standortes fiir
Softwareschulungen mit einer Hard- und
Softwareausstattung, die den Bediirfnis-
sen entspricht und flexibel gesteuert wer-
den kann.

In der fast zweijdhrigen Projektphase be-
teiligten sich alle Abteilungen des ZIV an
der Planung und Beschaffung der Einrich-
tung, der Auswahl geeigneter Hardware
und der Implementierung der virtuellen
Umgebung. Die Rdume wurden mit der
notwendigen Netzwerk- und Medien-
technik ausgestattet, die Organisation
von Nutzung und Support wurde vorge-
nommen. Die besondere Herausforde-
rung bestand darin, auf kleinem Raum
eine komfortable Schulungsumgebung
zu schaffen, die fiir mehrere Nutzungsar-
ten geeignet ist und flexibel aus der Fer-
ne gesteuert und gewartet werden kann.
Die Rdume wurden deshalb mit Spezialti-
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schen ausgestattet, in welche die Monito-
re und das Zubehor mechanisch versenkt
werden konnen.

Die Wahl der IT-Architektur fiel auf eine
Virtuelle-Desktop-Infrastruktur (VDI). Die
Erzeugung der Virtuellen Desktops wird
in einem ESX-Cluster mit zentralen Grafik-
prozessoren (GPU-beschleunigt) ermog-
licht. Uber einen VMWare-Session-Bro-
ker konnen die Zero-Client-Monitore mit
dem ESX-Cluster kommunizieren. Bei
den All-in-One Zero-Clients des Herstel-
lers LG ist der Hardware-Client im Monitor
platzsparend eingebaut. Jeder Verbin-
dungsaufbau erzeugt einen neuen Vir-
tuellen Desktop im ESX-Cluster, mit des-
sen Abbild der Nutzer dann am Monitor
im Seminarraumzentrum arbeitet. Uber
Windows-Domdnen-Gruppenrichtlinien
wird das Verhalten des Virtuellen Desk-
tops gesteuert. Einstellungen, die die
Nutzer fir ihre Arbeit mit den Virtuellen
Desktops vornehmen, werden in Nutzer-
profilen abgelegt und stehen den Nutzern
dann fiir die Dauer der Veranstaltung zur
Verfligung.

Die Vorteile dieser Infrastruktur liegen
in ihrer flexiblen Einsatzmdoglichkeit, der
zentralen Wartbarkeit und dem energie-
und kostensparenden Einsatz von Hard-
ware. Die eingebauten Zero-Clients sind

in der Anschaffung giinstig und verbrau-
chen sehr wenig Strom. Als liifterlose Ge-
rate erzeugen sie keine Gerdusche und
wenig Abwadrme.

Sie sind fiir verschiedene Veranstaltungs-
formate flexibel einsetzbar, da mehrere
Virtuelle Desktops mit unterschiedlicher
Ausstattung angeboten werden kdnnen.
Diese werden dem Nutzer beim Verbin-
den tiber den Session-Broker zur Auswahl
gestellt. Neben einer Standardausstat-
tung, die fiir die Lehrveranstaltungen und
Softwareschulungen des ZIV ausgelegt
ist, konnen somit auch Lehrveranstal-
tungen mit speziellen Erfordernissen, z.
B. Priifungen durchgefiihrt werden, ohne
dass hierfiir lokale Installationen vorge-
nommen werden miissen.

Am 20. Mdrz 2014 fand die erfolgreiche
Premiere in den neuen Schulungsrdu-
men statt. Seitdem haben etwa 3.000
Studierende dort an Softwareschulungen
des ZIV teilgenommen. Fast alle Teilneh-
merinnen und Teilnehmer der regelma-
Rigen Kursevaluation (96%) bewerteten
die Rdume und deren Ausstattung als gut
geeignet. Seit dem Abschluss der Einfiih-
rungsphase im Sommersemester 2014
konnen die Schulungsraume auch von
den Fachbereichen fiir IT-gestiitzte Lehr-
veranstaltungen genutzt werden.
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ZlVinteraktiv erméglicht
das Mitmachen in Vorlesungen

Wo verlduft die Vena Subclavia? Wann
wurde der erste Rundfunkstaatsvertrag
unterzeichnet? Und was ist ein Objekt-Ar-
ray? Was nach den Fragen einer Quiz-
Show klingt, kdnnte bald den Alltag in
den WWU-Hérsdlen neu beleben. Denn
mit der Webanwendung Zl|Vinteraktiv
steht Dozenten ab sofort ein sogenanntes
Audience Response System (ARS) zur Ver-
fligung, das weniger Monologe und mehr
interaktive Lehre verspricht.

ZIVinteraktiv ermdoglicht es Dozenten,
direkt in der Vorlesung anonyme oder
offentliche Abstimmungen unter den Stu-
dierenden durchzufiihren und die Ergeb-
nisse unmittelbar im Anschluss zu pra-
sentieren. Vor der Veranstaltung muss der
Lehrende dazu lediglich einen Fragenka-
talog lber das ZlIVinteraktiv-Webinterfa-
ce anlegen. Weitere Vorbereitungen oder
zusatzliche Hardware sind nicht noétig, da
die Studierenden (ber ihr Smartphone
oder Notebook teilnehmen kdnnen.

Den Zugang zur Umfrage erhalten die
Teilnehmer wdhrend der Vorlesung (iber
einen Hyperlink oder QR-Code. Das be-
deutet jedoch nicht, dass sie sofort alle
Fragen beantworten kdnnen — vielmehr
steuert der Dozent selbst, wann welche
Frage fiir welchen Zeitraum freigeschaltet
wird. Auf diese Weise ermdoglicht ZIVin-
teraktiv verschiedene Nutzungsszenari-
en, beispielsweise Wissenstests, Quiz,
Abstimmungen oder Feedback-Abfragen.
Die Ergebnisse und auch das Abstim-
mungsverhalten kann der Lehrende live
prasentieren. Dariiber hinaus besteht die
Option, die Ergebnisse als Diagramme zu
speichern oder zur Weiterverarbeitung als
csv-Datei zu exportieren.

Zentrales Ziel eines Vorlesungskonzepts
mit ZIVinteraktiv ist es, die Aufmerksam-
keit und Motivation der Studierenden zu
steigern und Lehrveranstaltungen besser
auf die Bediirfnisse der Teilnehmer abzu-
stimmen.
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»Ein Computer fiir die Universitat — mit
dieser Schlagzeile wartete der Miinste-
rische Stadtanzeiger am 25. September
1965 auf. Die Zeitung musste damals
noch breit erklaren, was ein solcher Com-
puter ist und wozu genau ein mathemati-
sches Zentrum der ansdssigen Universitat
eine derartige Anlage braucht: ,,Diese gro-
en Rechenanlagen gibt es erst seit dem
Zweiten Weltkrieg. Die Amerikaner haben
sie weitgehend entwickelt. In Deutsch-
land werden sie heute teils in Lizenzen
nachgebaut, teils selbstandig entwickelt.
Fiir den Computer muf3te ein besonders
klimatisierter Raum gebaut werden, so
hochempfindlich ist sein ,Innenleben®,
so heifRt es in diesem Artikel, der die Ein-
richtung des Rechenzentrums der WWU
flir Mitte Oktober 1965 ankiindigt.

Doch es lag bereits jahrelange Arbeit
vor der Verdffentlichung des Artikels im
Stadtanzeiger. Erste Visiondre erkannten
die Zeichen der Zeit und planten bereits
ab 1954 ein Rechenzentrum fiir die WWU.
So wurde auch die erste Rechenstelle ein-
gerichtet. Der ,,Computer fiir die Universi-
tdt“ aus dem Jahre 1965 war also gar kei-

Das ZIV

ne Pionierausstattung in Miinster — sein
Vorgdnger, ein Rohrenrechner Z22 wurde
bereits knapp zehn Jahre zuvor am Zent-
rum fiir angewandte Physik aufgestellt.

Der eigentliche Grundstein des heuti-
gen ZIV wurde mit der Einrichtung eines
mathematischen Lehrstuhls gelegt, der
mit dem Aufbau eines Universitats-Re-
chenzentrums verbunden wurde. Die
Griindung ist personell eng mit Prof. Dr.
Helmut Werner verkniipft, der im Som-
mersemester 1964 einem Ruf an die
Universitdat Miinster folgte. Seine Witwe
beschrieb 1986 diese Anfangszeit wie
folgt: ,,Seine ersten Jahre in Miinster wa-
ren durch den Aufbau des Institutes und
des Rechenzentrums [...] gepradgt. Die Ent-
wicklung der Plane fiir die Beschaffung ei-
ner leistungsfahigen Rechenanlage sowie
den Bau und die Einrichtung des Rechen-
zentrumsgebdudes, der Aufbau des Mit-
arbeiterstabes und die theoretische und
praktische Ausbildung der Studenten im
Hinblick auf die neugeschaffenen Mdog-
lichkeiten erforderten viel Zeit, Kraft und
Entscheidungsfreude.
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Von Beginn an war das Rechenzentrum
nicht nur fiir die Nutzung durch die Ma-
thematik vorgesehen. Auch andere Diszi-
plinen wurden vom Start weg in die Uber-
legungen von Dr. Werner mit einbezogen.
So schrieb er in einer Pressemitteilung
vom Oktober 1965: ,,Aus den Wirtschafts-
wissenschaften sind die Rechenanlagen
[ ...] nicht mehr weg zu denken. Mit Hil-
fe der Optimierungsverfahren kann man
z. B. berechnen, wie man eine Olraffi-
nerie steuern muss, um eine maoglichst
hohe Ausbeute zu erzielen und es gibt
auch schon Uberlegungen, wie man die
Verkehrsampeln einer Grofistadt schalten
muss, um einen moglichst grof’en Ver-
kehrsfluB zu erzielen.

Fiir Dinge, die heute selbstverstandlich
erscheinen, wurde also in diesen Jahren
der Grundstein gelegt. Dies gilt auch fiir
das ZIV-Gebdude an der Roxeler Straf’e
60 (heute EinsteinstraBe 60), das 1967
eingeweiht und bis 1971 fertig gestellt
worden ist. Die Besichtigung der Rechen-
anlage war dabei ein eigener Programm-
punkt der Einweihungsfeier.

Von einer zu betreuenden Rechenanla-
ge zu einer Ausbildungsstatte, einem
Servicecenter und schlieBlich zu einem
Dienstleistungs- und Kompetenzzentrum
fiir alle Belange der IV-Infrastruktur sind
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zahlreiche Schritte notwendig gewesen.
Und so wenig wie Studieren heute ohne
Computer, Internet und Textverarbei-
tungsprogramme vorstellbar ist, so unvor-
stellbar wdre eine der grofiten deutschen
Universitdaten ohne ein Zentrum fiir Infor-
mationsverarbeitung. Kein Wunder, dass
das ZIV floriert und der groflere Teil der
Belegschaft inzwischen in der Rontgen-
straBBe untergebracht ist, da das Gebdude
an der EinsteinstrafRe zwischenzeitlich zu
klein geworden ist.

Heute kommt kein Studierender der
WWU mehr am ZIV vorbei. Sei es durch
die Zuteilung einer Nutzerkennung, die
Einrichtung einer E-Mail-Adresse oder
den Druckservice des ZIV. Interessierten

offnen sich am ZIV noch weitere Moglich-
keiten: Sie konnen sich in Softwareschu-
lungen fortbilden, bekommen bei Bedarf
Hilfestellung bei PC- und Programmpro-
blemen oder eine Konzeptberatung fiir
Film und Multimedia. Verglichen mit der
Griindungszeit ist dieser Quantensprung
an Angeboten vergleichbar mit der Wei-
terentwicklung der Rechnerleistungen in
dieser Zeit.

So viel sich auch seit der Griindung ge-
andert hat, so gibt es doch Konstanten.
Personell war die Leitung des Rechen-
zentrums in den 50 Jahren des bisheri-
gen Bestehens von grofier Bestdndigkeit
geprdgt. Nur vier Namen — Prof. Dr. Hel-
mut Werner (bis 1980), Prof. Dr. Norbert
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Schmitz (1980/81, kommissarisch), Dr.
Wilhelm Held (1981-2007) als erster
hauptamtlicher Leiter und schlieBlich
Dr. Raimund Vogl (seit 2007) — sind mit
der Leitung des Universitdtsrechenzen-
trums bzw. ZIV verbunden und prdgten
entsprechend den Werdegang des Zen-
trums mafgeblich. Teils gegen Wider-
stande begleiteten sie die WWU aus der
»,Lochkartenzeit® {iber die Anschaffung
von DOS-Personalcomputern Anfang
der 1980er Jahre hin zum Aufbau eines
homogenen, engmaschigen und univer-
sitdtsweiten Rechnernetzes. Seit 1996
hei3t das ehemalige Universitdtsrechen-
zentrum nun Zentrum fiir Informations-
verarbeitung. Die erweiterten Aufgaben
finden so seinen Widerhall im Namen.

Das Rechenzentrum der WWU war auch
stets eine Schnittstelle von Forschung
und Praxis. Bereits 1969 wurde in Miins-
ter eine Tagung lber die erst kurz zuvor
abschliefend definierte Programmier-
sprache ALGOL 68 veranstaltet, an der
iber 200 Vertreter aus mehreren europa-
ischen Landern teilnahmen. Das Muster,
Forschungen zu nutzen, um diese im All-
tag fortzusetzen, wurde in den folgenden
Dekaden beibehalten — etwa im DFG-ge-
forderten MIRO-Projekt als zentrales In-
tegriertes Informationsmanagement-Pro-
jekt der WWU, das zum Ziel hatte, die
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Von oben links nach unten rechts: Prof. Dr. Helmut
Werner, Prof. Dr. Norbert Schmitz, Dr. Wilhelm Held,
Dr. Raimund Vogl

heterogenen Informationen einer Grof3-
universitdat nutzerorientiert bereitzustel-
len.

Das ZIV ist inzwischen unverzichtbar ge-
worden und — wie die jahrlichen Nutzer-
umfragen belegen — beliebt. Seit 2011 ist
jeder Horsaal und jeder Seminarraum mit
WLAN versorgt. Studierende, die heute an
der WWU ihr Studium beginnen, finden
also bereits ganz andere Bedingungen
vor, als ihre Vorgdanger vor wenigen Jah-
ren. Und die ndachsten Aufgaben stehen
bereits an. Mit ,,Sync & Share NRW* star-
tet aktuell unter der Konsortialfiihrung
des ZIV an 21 Hochschulen in NRW ein
Cloud-Speicherdienst fiir Forschung und
Lehre fiir bis zu 500.000 Nutzer. Spei-
cherplatz in dieser Dimension ohne dazu
eine riesige Rechenanlage besichtigen zu
konnen — wer hatte dies vor 50, 40 oder
30 Jahren vorher sehen kénnen? Und wer
weif3, wie unsere Nachfolger in fiinfzig
Jahren auf Cloud-Dienste, Windows-Rech-
ner und die Aufgaben eines Universitats-
rechenzentrums zuriick blicken werden ...
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Bereits seit Jahren genie3t das Thema
Ausbildung am ZIV einen hohen Stellen-
wert — moderne Ausbildungsmethoden
und das hohe Engagement der Ausbil-
der zahlen sich aus: Die hervorragenden
Abschlussresultate der Auszubildenden
und die sehr gute Festanstellungsquote
sprechen fiir die Qualitdt der Ausbildung
am ZIV. Simon Stiicker, der seit 2011 am
Servicepunkt Film zum Mediengestalter
Bild und Ton ausgebildet wurde, hat es
jetzt — als erster WWU-Azubi iberhaupt -
nicht nur auf Landes-, sondern auch auf
Bundesebene zum Besten seines Ausbil-
dungsgangs geschafft. Im vergangenen
Dezember durfte erin Berlin an der 9. Na-
tionalen Besten-Ehrung des Deutschen
Industrie- und Handelskammertages teil-
nehmen.

Dies ist auch deshalb ein besonde-
rer Erfolg, weil der Ausbildungsberuf
an der WWU noch vollkommen neu ist.
»,Dass gleich unser erster Auszubilden-
der so (iberaus erfolgreich war, freut
uns besonders®, unterstreicht Service-
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punkt-Film-Leiter Olaf Glaser, der Simon
Stiicker gemeinsam mit Ausbildungsleiter
Peter Kemper unter seine Fittiche genom-
men hatte. Sie vermittelten ihrem Auszu-
bildenden unter anderem Kreativitat und
Planungsgeschick bei der Konzeption me-
dialer Produkte, technisches Wissen iiber
die bild- und tontechnischen Instrumente
sowie den fachgerechten Umgang mit ver-
schiedenen Bearbeitungsprogrammen.

Simon Stiicker erinnert sich gern zuriick.
,Vor allem die Arbeit mit Studierenden,
Professoren und Mitarbeitern aus den
verschiedensten Fachrichtungen ermdg-
lichte mirviele Einblicke in neue Themen-
gebiete und Arbeitsfelder®, resiimiert
er. ,,Die Arbeit am Servicepunkt Film war
immer sehr abwechslungsreich und pro-
fessionell. Sie hat innerhalb meiner Aus-
bildung einen enormen Stellenwert.“ An
diversen Filmprojekten war Simon Stii-
cker maBgeblich beteiligt, unter anderem
2013 an der Dokumentation

Foto: Die stellvertretende Kanzlerin der WWU,
Katja Grafll, gratulierte Simon Stiicker (2.v.l.)
und seinen Ausbildern Olaf Glaser (l.) und Peter
Kemper (r.) zur herausragenden Leistung.

© upm/Peter Grewer

Von der anspruchsvollen Ausbildung am
ZIV profitiert Simon Stiicker auch bei sei-
nem Studium. Seit dem Wintersemester
2014/2015 befasst er sich an der Univer-
sitdt Paderborn mit ,,Populdrer Musik und
Medien“. Nebenher ist er weiterhin am
Servicepunkt Film beschaftigt.
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Live-Bilder einer Gehirnoperation direkt
aus einem Operationssaal: dafiir sorgten
die AVM-Mitarbeiter des ZIV. Sie ermog-
lichten eine qualitativ hochwertige Bild-
und Toniibertragung aus zwei OP-Sdlen
des Universitatsklinikums Miinster (UKM)
zu einem Fachkongress nach London.
Mit dieser anspruchsvollen Aufgabe, die
hohe Flexibilitdt und Zuverldssigkeit er-
forderte, stellte das ZIV erneut seine be-
sondere Fachkompetenz unter Beweis.

Durch den Einsatz umfangreicher tech-
nischer Gerdte gelang es, nicht nur ver-
schiedenste Bild- und Tonsignale zu liber-
tragen, sondern auch eine bidirektionale
Kommunikation zu ermoglichen, sodass
Riickfragen der Fachkollegen aus London
an die Operateure in Miinster gestellt wer-
den konnten. Ubertragen wurden Bildsig-
nale verschiedenster Quellen (Kamera,
Mikroskop, Ultraschallgeradt und Intraope-
ratives neurophysiologisches Monitoring
(IOM)) mittels digitaler Bildverarbeitungs-
gerdte, sowohl einzeln als auch gemein-
sam als Picture-in-Picture Signal.
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In knapp 20 Minuten das wissenschaft-
liche und private Leben des visiondren
Pathologen Gerhard Domagk nachzu-
zeichnen, ist keine leichte Aufgabe. Der
Servicepunkt Film des ZIV hat sich dieser
Herausforderung gestellt. Das Werk, das
als Beitrag zum laufenden Domagk-Jahr
entstand, erinnert an den bis jetzt einzi-
gen Nobelpreistrager der WWU. Dessen
Entdeckung der antibakteriellen Wirkung
des Farbstoffs Prontosil verdanken Milli-
onen Menschen ihr Leben. Trotzdem sind
seine Leistungen heute fast vergessen.

Um das zu dandern, schuf der SP Film im
Auftrag der medizinischen Fakultdt ein

Umfangreiche Re-
cherchen fanden u.a. im Werkarchiv der
Bayer AG und in der miinsterschen Fach-
klinik Hornheide, einer Wirkungsstatte
Domagks im Kampf gegen Tuberkulose,
statt. Besonders lebendig wird die Per-
son Domagk durch zahlreiche Interviews.
Zu sehen sind neben Berufskollegen und
Zeitzeugen auch Domagks Enkel sowie
Domagk-Biograph Ekkehard Grundmann.
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Entwicklung des WWU-Telekommunikationsnetzes

Wechsel vom hybriden TK-System zur nativen VolP-Versorgung steht kurz bevor

Rund 7,1 Mio. Gesprdchsminuten bei 2,6
Mio. Verbindungen gingen 2014 von den
ca. 22.000 vom ZIV betreuten Telefonen
aus — eine sehr grof’e Menge und ein Zei-
chen fiir die starke Vernetzung der WWU.
Ermoglicht wird das durch ein leistungs-
fdhiges Telekommunikationsnetz. Es
stiitzt sich auf zwei wesentliche Vernet-
zungstechnologien: die eine basiert auf
Kupfer, die andere auf Lichtwellenleitern
(LWL). Die urspriingliche Grundlage bildet
ein weitreichendes Kupferkabelnetz, das
eine fast flachendeckende Versorgung
samtlicher Gebdude des Hochschulstand-
ortes Miinster, inklusive des UKM und der
Fachhochschule Miinster, gewdhrleistet.
Das Zentrum dieses Netzes liegt am Or-
léans-Ring 16, zwei weitere grofle Kno-
tenpunkte auf dem Geldnde des UKM und
im Altstadtbereich.

Am Standort Orléans-Ring befand sich
bis zum Jahr 1996 eine zentrale analo-
ge Telefonanlage (Herkomat IIl von SEL),
die den kompletten Hochschulstandort
versorgte. Ein Austausch dieser Anla-
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ge erfolgte durch ein dezentrales ISDN
TK-System (iS3000 von Philips, spater
NEC). Zundchst wurden 10 Telefonknoten
mit mehreren abgesetzten Anlagenteilen
in verschiedenen Bereichen aufgestellt.
Die Vernetzung der Telefonknoten und
der abgesetzten Anlagenteile erfolgte
anfangs ausschlieilich iber das Kupfer-
netz. Im Laufe der Zeit erhdhte sich die
Anzahl der Telefonknoten auf 12 und ein
Teil der Vernetzung wurde tber das LWL-
Netz des ZIV realisiert. Zurzeit sind circa
210 Verbindungen zur Vernetzung des
TK-Systems in Betrieb.

Die Versorgung der TK-Endgerdte (Te-

lefone, Fax-Gerdte etc.) des zurzeit be-

triebenen TK-Systems wird {iber drei un-
terschiedliche  Verkabelungsvarianten
realisiert:

e Die konventionelle Verkabelung be-
ruht auf einem Kabelnetz, das unter-
schiedliche Verteiler eines Gebdudes
miteinander verbindet. Eine stringen-
te Struktur der Verkabelung ist nicht
immer gegeben. Eine Kaskadierung

von Verteilern, gerade in alten und
gewachsenen Netzen, ist nicht selten.
Die qualitativen Anspriiche des Net-
zes sind so ausgelegt, dass die Ver-
sorgung von analogen (z. B. Telefone,
Fax-Gerdte) sowie digitalen TK-End-
gerdten auf ISDN-Basis sichergestellt
ist. Die angeschlossenen TK-Endgera-
te sind physikalisch mit einer Teilneh-
merbaugruppe im TK-System verbun-
den.

Bei der Versorgung iiber eine struk-
turierte Verkabelung sind die End-
punkte im TK-System (Teilnehmerbau-
gruppe) und die Art der eingesetzten
TK-Endgerdte dieselben wie bei der
Versorgung iber eine konventionelle
Verkabelung. Lediglich die Verbin-
dung zwischen TK-System-Endpunk-
ten und TK-Endgerat wird lber eine
strukturierte Verkabelung realisiert,
die auch bei der LAN-Versorgung zum
Einsatz kommt.

VolIP (Voice over IP)-Endgerdte wer-
den per LAN mit dem TK-System, das
ebenfalls tiber eine LAN-Schnittstelle

35



verfiigt, verbunden. Es gibt keine di-
rekte physikalische Verbindung zwi-
schen einer Teilnehmerbaugruppe im
TK-System und dem VolP-Endgerdt wie
bei den beiden zuvor beschriebenen
Varianten. In diesem Fall ist im TK-Sys-
tem keine dezidierte Schnittstelle fiir
jedes VolP-Gerat vorhanden.

Der Wechsel zu einer reinen VolP-Versor-
gung steht kurz bevor. Hierbei wird das
vorhandene hybride TK-System — welches
entwicklungsbedingt in der VolP-Versor-
gung Einschrankungen unterliegt und zu-
dem vom Hersteller mit einem EOL (End of
Life)- und EOS (End of Service)-Datum ver-
sehen wurde — in mehreren Migrations-
schritten durch eine native VolP-Lésung
ersetzt. Dies hat den Vorteil, dass sich die
Sprachversorgung in Zukunft vollstédndig
auf das LAN stiitzt und ein eigenes TK-Ver-
sorgungsnetz nicht mehr notwendig ist.

Die ErschlieBungsgrade des Kupfer- und
LWL-Netzes der WWU sind dhnlich grof3
(Abb. 1 zeigt einen Uberblick iiber das
Kupferkabelnetz), wobei das LWL-Netz
in der Gebdude- und Etagenanbindung
einen stdrkeren Zuwachs zu verzeichnen
hat. Dies ist auf die unterschiedlichen Ein-
satzbereiche derbeiden Vernetzungstech-
nologien zuriickzufiihren: Da LWL-Leitun-
gen im Vergleich zu Kupferverbindungen
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eine hohere Ubertragungsrate erreichen
und grofere Distanzen zwischen den ver-
netzten Standorten realisieren konnen,
werden sie hauptsdchlich in der Primar-
versorgung (Geb&dudeanbindung) einge-
setzt. In der Sekundéarversorgung (Eta-
genanbindung) findet man im TK-Bereich
ausschlieBlich Kupferleitungen, in der
LAN-Versorgung hingegen in erster Linie
LWL-Leitungen. In der Tertidrversorgung
(Raumanbindung) kommt sowohl im TK-
als auch im LAN-Bereich durchgehend
eine strukturierte Verkabelung auf Kup-
ferbasis zum Einsatz.

Im TK-Anlagenverbund der WWU ist die
hohere Ubertragungsrate des LWL-Net-
zes nicht das entscheidende Kriterium,
da das Vernetzungsprotokoll IMP (Inter-
nal Message Protocol) {iber standardi-
sierte 2 Mbit Schnittstellen gefiihrt wird.
Ausschlaggebend ist jedoch die zu liber-
briickende Reichweite: Die Kupfer-Kabel-
lange zwischen zwei zu vernetzenden
TK-Standorten darf bei einem Aderquer-
schnitt von 0,8 mm?2 eine maximale Ent-
fernung von 2.500 m nicht Uberschrei-
ten. Diese Entfernung wird nur durch den
Einsatz von Leitungstreibern erreicht und
sinkt je heterogener das Kupferkabelnetz
ist (z.B. durch unterschiedliche Kabe-
laufbauten mit bis zu 800 Doppeladern,
unterschiedliche Aderquerschnitte und

unterschiedlich voreinander geschaltete
Kabel). An dieser Stelle ist das LWL-Netz
klarim Vorteil, da die LWL-Faserlange zwi-
schen zwei zu vernetzenden Standorten
bis zu 40 km betragen kann.

Bei der ErschlieBung von Neubauten wird
aber auch weiterhin eine Anbindung an
das Kupferkabelnetz beriicksichtigt — un-
ter anderem, um eine einfache Versor-
gungvon sicherheitsrelevanten Anschliis-
sen und Verbindungen (z. B. Not-Telefone
in Aufziigen) zu gewdhrleisten. Die Ver-
sorgung erfolgt in diesem Fall durch eine
USV abgesicherte TK-Anlagenkomponen-
te an einem zentralen Standort und ist
so unabhéangig von der Hausstromversor-
gung des jeweiligen Gebdudes. Dariiber
hinaus wird das Kupfernetz fiir andere
Dienste verwendet, die in keinem direk-
ten Zusammenhang mit der TK-Technik
stehen. Hierzu zdhlen Alarm- und Brand-
meldeleitungen, Melde- und Signallei-
tungen, DSL-Anschliisse fiir Dienst- und
Gdstewohnungen sowie Leitungen fiir
das zentrale Zutrittskontrollsystem der
Universitat.
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Abb. 1: Kabeliibersicht Kupfer
(Stand: Januar 2015)
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Ein Elefant verbindet Hochschulen in NRW

Campuscloud ,,sciebo“ ist erfolgreich gestartet

Uber 20 Hochschulen, 350.000 potenti-
elle Nutzer und 5 Petabyte Speichervolu-
men — sciebo steht wohl wie kein anderes
Projekt in der Hochschul-IT fiir Vernetzung
auf verschiedensten Ebenen. Die Cam-
puscloud, die am 2. Februar erfolgreich
gestartet ist, liefert ein eindrucksvolles
Beispiel fiir sinnvolle Kooperationen zwi-
schen Hochschulen.

Bereits kurz nachdem die Idee einer
Hochschul-Cloud an der WWU entstan-
den war, wussten die Projektinitiatoren,
dass sich das Potential einer Cloud-Lo-
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sung nur iber Hochschulgrenzen hinweg
voll entfalten kann. SchlieBlich machen
Forschungsprojekte auch nicht an der
Stadtgrenze halt. Unter Leitung des ZIV
schlossen sich daher zahlreiche Univer-
sitditen und (Fach-)Hochschulen in NRW
zu einem Konsortium zusammen, um ih-
ren Studierenden und Mitarbeitern eine
sichere Alternative zu kommerziellen
Cloud-Diensten zu bieten. Weitere Hoch-
schulen und Forschungseinrichtungen —
auch au3erhalb von NRW — haben bereits
ihr Interesse am Projekt gedufiert.

Sciebo verbindet einerseits die Hoch-
schulen untereinander — sowohl auf kon-
sortialer Ebene als Projektpartner wie
auch auf technischer Ebene als Teile des
sciebo-Systems. Andererseits ist es eine
Kernfunktion von Cloud-Lésungen, die
Nutzer des Dienstes zu vernetzen. Mit-
gliedern von Forschungsteams ermoglicht
es sciebo beispielsweise, Datenmaterial
und Forschungsergebnisse in Projektbo-
xen zu speichern. Dadurch sind die ak-
tuellsten Versionen stets verfiigbar und
konnen von mehreren Forschern gleich-
zeitig bearbeitet werden. Auch sonst
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Salte Aknvitat Statiztiven Emnsteliungen

Dan )2 '
Das hat Vorblldcharakter NRW—Hochschu!en nehmen Campus-Cloud in Betrieb
#sciebo ow.ly/lvi1b

TE] scebo  Startaie
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@ZIVWWU Danke, wunderbar - ]etzi ist das System auch ordentlich schnell.
Macht einen guten Eindruck :) #sciebo #bonn
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coming soon
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wie ih die Campuscioud finget!

Die sciebo Facebook-Préisenz am Starttag, kurz vor Release.

sind die Freigabemoglichkeiten vielfaltig:
Selbst mit nicht-sciebo-Nutzern kénnen
Dateien und Ordner komfortabel per Link
geteilt werden — auf Wunsch auch zeitlich
begrenzt oder mit einem Passwort ge-
schiitzt. Der Funktionsumfang und auch
das Speichervolumen von 30 GB pro Per-
son Uberzeugen offenbar, denn bereits
wenige Tage nach dem Start des Dienstes
hatten sich die ersten 5.000 Nutzer bei
sciebo registriert.

Eine gute Vernetzung ist jedoch nicht nur
ein Kernziel des Dienstes, sondern war
auch fiir die von Studierenden ersonnene
Marketingkampagne rund um sciebo von
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2.2.2015 - L’

@J Staatskanzlei NRW

Hallo, #sciebo.de! #NRW Hochschulen stellen neuen, kostenlosen #Cloud-
Dienst vor. Daten werden nur in D gespeichert. tinyurl.com/nactuld

I o e MIWF.NRW o MIWER y)
30 GB fiir lau — kein Stress mn dem Datenschutz: NRW startet #sciebo, die
#Hochschulcloud. bit.ly/1 EZjYhJ @UNICUMde @zeitonline_stud

zentraler Bedeutung. Einige Wochen vor
dem Start war sciebo als Thema in den
sozialen Netzwerken prdsent. In zahlrei-
chen Hochschulgruppen auf Facebook
tauchte der kleine griine sciebo-Elefant
erstmals kurz nach dem Jahreswechsel
auf, es folgten einprdgsame Slogans und
humorvolle Kurzvideos, die Neugierde
weckten.

Auf Twitter war sciebo ebenfalls ein The-
ma: Zahlreiche Nutzerinnen und Nutzer
stellten hier direkte Anfragen, wiesen —
meist sehr konstruktiv — auf Stérungen
oder Fehler hin und kommentierten den
Dienst. Die ziigige und sachliche Beant-

Hank gtoplan 0 r
. Juchee. #Sciebo kommt D|e Iusuge NRW—Campusc!oud mit dem Elefanten. \o/
Powered by @ownCloud youtube.com/watch?v=ek398Z..

Twitter-Reaktionen zum Start der Campuscloud.

wortung der Kommentare und Nachrich-
ten wurde sehr honoriert. Die Vernetzung
mit den Nutzern erwies sich auch bei der
proaktiven Kommunikation als hilfreich,
beispielsweise um zeitnah iiber Stdrun-
gen zu informieren. Bei der sciebo-Ein-
flihrung hat sich die Kommunikation iiber
soziale Netzwerke somit als effektives
Support-Tool erwiesen.

Uber die Entwicklung des Projekts werden
wirin der Z.1.V. fortlaufend berichten. Wei-
tere Informationen rund um sciebo finden
Sie auferdem unter www.sciebo.de.
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Beratung und Information

Kontakt

ZIVline

0251 83-31600

Mo—Frvon 7.30 bis 17.30 Uhr
ziv@uni-muenster.de

Serviceschalter
EinsteinstraBBe 60

Mo—Fr von 8.00 bis 12.00 Uhr
und von 13.00 bis 16.00 Uhr

Personliche Benutzerberatung
Einsteinstraf’e 60

Mo—Fr 10.00 bis 12.00 Uhr
und von 13.00 bis 17.00 Uhr

Krummer Timpen 3 (ULB)
Mo—-Fr 13.00 bis 16.00 Uhr

Softwareberatung

0251 83-31682,

Mo, Di, Do und Frvon 10 bis 16 Uhr
ziv.softwareberatung@uni-muenster.de

Geschiftsbericht | 2014

Informationen im Web

Checkliste fiir Studierende
www.uni-muenster.de/ZIV/
Studierende/Checkliste.html

Checkliste fiir Bedienstete
www.uni-muenster.de/ZIV/
Bedienstete/Checkliste.html

FAQs
www.uni-muenster.de/ZIV/FAQ

Mein ZIV
www.uni-muenster.de/ZIV/MeinZIV

Softwaredownloads
www.uni-muenster.de/ZIV/Software

Anleitungen
www.uni-muenster.de/ZIV/Anleitungen

Vorlesungen und Schulungen
www.uni-muenster.de/ZIV/Lehre

Multimedia
www.uni-muenster.de/ZIV/Multimedia

Service

Nutzerarbeitspldtze

Nutzerarbeitspldtze im C-Lab
EinsteinstraRe 60
Mo—Fr von 8.00 bis 18.30 Uhr

Nutzerarbeitspldtze mit ZIVIntro-Karte
EinsteinstraRe 60

Taglich von 0 bis 24 Uhr

(ZIVIntro: einmalig 5 €)
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