Hierarchical artificial grammar processing engages Broca’s area
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ABSTRACT

The present fMRI study investigates the neural basis of hierarchical processing using two types of artificial grammars: one governed by rules of adjacent dependencies and the other by rules of hierarchical dependencies. The adjacent dependency sequences followed the rule (AB)n, at which simple transitions between two types of syllable categories were generated (e.g. A1B1A2B2). The hierarchical syllable sequences followed the rule A\textsuperscript{c}B\textsuperscript{n}, generating a center-embedded structure (e.g. A\textsubscript{2}A\textsubscript{1}B\textsubscript{1}B\textsubscript{2}) the learning of which required the processing of hierarchical dependencies. When comparing the processing of hierarchical dependencies to adjacent dependencies, significantly higher activations were observed in Broca’s area and the adjacent rim of the ventral premotor cortex (BA 44/6) in addition to some several other cortical and subcortical regions. These results indicate that Broca’s area is part of a neural circuit that is responsible for the processing of hierarchical structures in an artificial grammar.

Introduction

A recent discussion concerning the biology of language has centered around the question of whether the ability to deal with hierarchical structures and recursion is a key feature of human language processing (Hauser et al., 2002; Pinker and Jackendoff, 2005; Perruchet and Rey, 2005; de Vries et al., 2007; Corballis, 2007; Hauser et al., 2007).

Brain imaging data has revealed that processing of hierarchical grammatical structures be they part of a natural or artificial grammar, recruited Broca’s area, i.e. Brodmann’s Areas 44 and 45 in the left posterior inferior frontal gyrus (Tettamanti et al., 2002; Musso et al., 2003; Friederici et al., 2006a,b) and so does the processing of elements moved out of their original position in a syntactic structure (Ben-Shachar et al., 2003; Santi and Grodzinsky, 2007).

In a recent study on the question of specific status of the ability to process hierarchical structures, humans and monkeys were compared in their ability to process two types of artificial grammar rules, namely hierarchical structures (A\textsuperscript{c}B\textsuperscript{n}) and probabilistic structures (AB)n (Fitch and Hauser, 2004). The rule A\textsuperscript{c}B\textsuperscript{n} allows the generation of center-embeddings and hierarchical dependencies between elements of the category A and category B. In contrast, the rule (AB)n determines local transitions between two types of categories (A and B). In this behavioral study human, but not nonhuman primates were found to be able to learn the A\textsuperscript{c}B\textsuperscript{n} rule.

However, it appears that the processing of the A\textsuperscript{c}B\textsuperscript{n} rule, as applied in the experiment by Fitch and Hauser (2004), does not necessarily rely on the generation of hierarchical representational structures. Perruchet and Rey (2005) claimed that sequences following the rule A\textsuperscript{c}B\textsuperscript{n} does not require the representation of center-embedded structures of corresponding categories, but rather allows for the computation by a more simple strategy such as counting the elements of the respective categories (see also Hauser et al., 2007 for a similar argument). Interestingly, in a recent study (Gentner et al., 2006) it has been shown that song birds (European starlings) are able to process an A\textsuperscript{c}B\textsuperscript{n} rule. This either means that the processing of this rule is not specifically human, or that an alternative, simpler strategy was applied by these animals. In their study counting of A-category items and matching those with the number of B-category items were assumed as a possible strategy.

This same criticism holds for a recent functional magnetic resonance imaging (fMRI) study investigating the neural basis of processing (AB)n and A\textsuperscript{c}B\textsuperscript{n} structured sequences (Friederici et al., 2006a). In this study, similar to the prior behavioral studies with animals and humans, there was no particular element of category A that corresponded to a particular element of category B in a given sequence, thus allowing for processing based on counting membership principle in memory. Interestingly, however, the fMRI study reported activation in Broca’s area for the comparison of incorrect versus correct hierarchical dependency rule, but not for the respective comparison for the adjacent dependency rule. Given prior fMRI research on processing natural language the observed activation in Broca’s area was taken to reflect hierarchical processing rather than a counting strategy. But admittingly, a
counting strategy cannot be excluded for the particular grammar realizations used in this study. Moreover, as no direct comparison of the hierarchical versus adjacent dependency rule was possible due to the fact that the different artificial grammars were learned by different groups of participants, the activation observed in this study may reflect aspects of processing ungrammaticality in the two types of sequences.

In the present fMRI study, a hierarchical \( A^nB^n \) grammar type which necessarily required hierarchical processing was compared to an artificial grammar that generates adjacent dependencies \((AB)^n\). Mathematically, the generation of category sequences according to the expression \( A^nB^n \) engages a recursive/hierarchical procedure, which produces center-embeddings. A production rule like \( S \rightarrow ASB \) and \( S \rightarrow AB \) (while \( S \) could be seen as a "sentence") generates the following examples (1) \( S \rightarrow AB \); (2) \( S \rightarrow AABB \); and (3) \( S \rightarrow AAABBB \). This routine calls itself recursively. \( A \) and \( B \) are attached adjacent to the \( S \) symbol in the middle, every time the procedure starts. The processing of items following the structure \( AABB \) can easily be accomplished by counting the \( A \)'s and matching the number with the amount of \( B \)'s. Hence, if the positions in a sequence \((S \rightarrow A_1B_1 \rightarrow A_2A_1B_1B_2 \cdots)\) are not explicitly defined as a dependency relation, the processing of this structure can be accomplished via counting.

In order to prevent such counting strategies each rule type used in the present study formulated a further requirement. The adjacent dependency rule included the requirement that each pair of adjacent \( A \), \( B \) required a match with respect to the phonetic features \([\text{voice}]\) and \([\text{place of articulation}]\). Similarly, the hierarchical dependency rule included the requirement that elements that represent one \( S \), i.e. \( AB \) have to match with respect to \([\text{voice}]\) and \([\text{place of articulation}]\). We will henceforth indicate this relation by the insertion of an index parameter \((A\_kB\_k)\). This additional rule describing the relationship between elements in a sequence, ensures that in the hierarchical dependency condition sequences are processed by participants in an embedded manner.

The processing of hierarchical dependency structures \((A_2A_1B_1B_2)\) and adjacent dependency structures \((A_1B_1A_2B_2)\) to our knowledge has not yet compared directly. The present study uses a within-subject design making such a direct comparison possible. The main question was, whether Broca's area would be engaged by the processing of hierarchical structures with rule guided dependencies between corresponding categories as compared to structures not comprising hierarchical dependencies. If so, we would be able to corroborate that the activation in Broca's area is indeed due to the processing of hierarchical dependencies, and not to a more simple processing strategy. A direct comparison of the two different grammar types for the correct sequences, moreover, will allow to determine whether the expected activation in Broca's area is independent from any aspect of processing ungrammaticality which could be strategic in nature.

### Materials and methods

#### Participants

Sixteen native German speaking subjects participated in this study (9 male, mean age 25.5 years, SD = 3.7 years). They were right-handed and had a normal or corrected to normal vision. No participant had a known history of neurological, major medical, or psychiatric disorder. Prior to scanning, participants were informed about the potential risks and gave a declaration of consent. Due to technical problems, two of the 16 participants had to be excluded from the analysis.

#### Stimuli

Sequences of consonant-vowel syllables were visually presented with one syllable at the time. Two types of categorizations of the syllables were applied. First, the syllables were assigned to two classes \((A \) and \(B\)), which were coded by different vowels. Class \( A \) syllables ended with //e/ or //i/ //\([\text{p}o, \text{p}u, \text{d}e, \text{d}i, \text{g}e, \text{g}i]\) and class \( B \) syllables ended with //o/ or //u/ //\([\text{p}o, \text{p}u, \text{t}u, \text{k}o, \text{k}u]\). The two types of vowels //\([\text{e}]/ \text{or} //\text{i}/\) within the \(A\)-category and //\([\text{o}]/ \text{or} //\text{u}/\) within the \(B\)-category could occur randomly. Second, dependencies between pairs of \(A\)’s and \(B\)’s were coded by the phonetic features //\([\text{voice}]/\) and //\([\text{place of articulation}]/\) \(A_1 - B_1 = b - p; A_2 - B_2 = d - t; A_3 - B_3 = g - k\) (see Fig. 1). The same syllables were used for both types of rules. The probability of occurrence of the syllable frequencies was balanced across positions in a sequence in order to prevent pattern learning. If one syllable occurred by chance more frequently in a certain position of one sequence, the participant could assume a rule behind this chunk. Hence, all syllables appeared with equal frequency in the experiment. Using this stimulus material, a \(2 \times 2 \times 2\) factorial design was applied with the within-subject factors RULE TYPE (adjacent dependency rule, hierarchical dependency rule), LENGTH (short sequences, long sequences) and GRAMMATICALITY (grammatical sequences, ungrammatical sequences).

In the hierarchical rule, the structure of the syllable sequence followed the rule \(A^nB^n\), the adjacent dependency rule was generated via the formula \((AB)^n\) with the relation between dependent elements coded by phonetic features //\([\text{voice}]/\) and //\([\text{place of articulation}]/\). For both types of rules the same syllables were selected, short (4 syllables) and long (6 syllables)

---

**Fig. 1.** General structure and examples of the two rule types. The adjacent dependency rule was generated by simple transitions between categories of consonant-vowel syllables. The hierarchical rule was produced by embeddings between the two syllable categories. Short and long sequences were applied. Violations of the structure were situated at the last 3 or 4 positions (short sequences) and at the last 4, 5 or 6 positions (long sequences). In the given example, the violations are placed at the fourths position for short sequences and at the sixths position for long sequences (bold letters).
Hierarchical dependency rule

An example for an embedded structure is the following: \( A_2A_1B_1B_2B_3 = \text{gi de po tu ko} \). In order to prevent a mere pattern learning strategy, the positions of the dependent elements in a sequence were varied (six combinations for long sequences: \( A_2A_1A_3B_3B_2B_1; A_2A_3A_1B_2B_3B_1; A_2A_1A_2B_2B_3B_1; A_1A_2A_3B_3B_2B_1; A_1A_2A_3B_2B_3B_1; A_1A_3A_2B_2B_3B_1 \)) and six combinations for short sequences: \( A_2A_1B_1B_2; A_2A_3B_2B_1; A_1A_2B_1B_3; A_1A_3B_3B_2; A_1A_2B_3B_1; A_1A_3B_2B_1 \)). Furthermore, \( 2^6 = 64 \) combinations of the permutations of the categories \( A(e, i) \) and \( B(o, u) \) were generated for long sequences and \( 2^4 = 16 \) category combinations for short sequences. Hence, \( 64 \times 6 = 384 \) items for long sequences and \( 16 \times 6 = 96 \) items for short sequences were computed in order to enforce the learning of the rules instead of learning syllable patterns. The testing of the correct processing of the embedded structure was implemented by introducing violations (ungrammatical sequences) into the structure. In order to avoid the likelihood of the participants focusing only on one particular position in the sequences, violations could occur at different positions of the sequences. Thus, violations occurred at one of the last two positions in short sequences (\( AB \)), and at one of the last three positions in long sequences (\( AAABB \)).

Adjacent dependency rule

An example for an adjacent dependency structure is the following: \( A_2B_1A_2B_1A_2 = \text{ge ko de to be po} \). As in the hierarchical rule, the order of sub-categories was changed systematically: \( A_2B_1A_2B_1A_2; A_2B_1A_2A_3B_3; \text{etc.} \) Likewise, for long sequences six variations of the positions and 64 combinations of permutations of the categories resulted in 384 possible syllable sequences. For short sequences, 96 possible syllable sequences were computed. Thus, in the adjacent dependency and in the hierarchical dependency rule the same amount of items were generated. Just as in the previous rule type, violations could occur at one of the last two positions in short sequences (\( AB \)), and at one of the last three positions in long sequences (\( AAABB \)).

Ungrammatical sequences

In order to have the participants process both types of categorization, two classes of violations were employed for both rules. In case of replacement violations, class A and B syllables were replaced (e.g. adjacent dependency rule, short sequence: \( A_1B_1A_2A_2 \); hierarchical dependency rule, long sequence: \( A_1A_2A_3B_3B_2B_1 \)). In case of concatenation violations, the plosive concatenations were violated (e.g. adjacent dependency rule, long sequence: \( A_1B_1A_2B_2B_2 \); hierarchical dependency rule, short sequence: \( A_1B_1A_2B_3B_2 \)). Violations were generated as follows: In short syllable sequences, each of the two error types could occur at one of the last two positions, resulting in four possible combinations of the violation. All violations occurred in each of the 96 items. Hence, \( 4 \times 96 = 384 \) incorrect items were generated. In long sequences, the two error types could occur at one of the last three sequence positions. Accordingly, \( 6 \times 384 = 2304 \) incorrect items were generated for long sequences. For the learning and for the testing procedure different syllable sequences were randomly chosen from this item pool for each participant.

Procedure

Two experimental sets were performed. One set comprised the learning and testing of the adjacent dependency rule, the other that of the hierarchical dependency rule. Hence, each participant learned and processed both of the rule types.

The learning of the rules took place 2 days prior to the scanning. The sets were separated by 7 days, and the order of the sets was balanced across participants. Each experimental set was subdivided into a learning and a testing session.

Learning

The learning period was subdivided into four parts which consisted of several blocks with different sequence lengths. First, sequences with two syllables were learned. Participants were instructed to extract the rule underlying the syllable sequences. At the beginning of each block, 10 grammatical sequences were presented. Afterwards, 5 grammatical and 5 ungrammatical sequences were shown in random order to which participants were required to respond at the end of each sequence with a button press indicating whether the sequences were grammatical or ungrammatical. Feedback was given for each sequence (i.e., “correct” or “incorrect” was presented on the screen). The first part of the training ended when participants correctly answered 90\% of the trials in two successive blocks. Thereafter, sequences with four syllables were trained by the same procedure as with two items. Again, after participants reached a level of 90\% of correct answers in two successive blocks, the third level of learning commenced. In the third part of learning, participants were inquired to learn sequences with six syllables until 90\% of the items were correctly answered in two successive blocks. In the last part of the learning, participants were asked to judge grammaticality in 60 randomly presented sequences with four and six syllables. On average, the learning procedure took about 35 minutes.

Testing

During testing of the rules, fMRI measurements were conducted. Participants were instructed to judge whether the sequences were rule-based or not. A MR compatible response box with two buttons was used to record participants’ judgment. Response was given with the right index or middle finger. As in the training session, feedback was also given here. For the testing period, 144 new sequences (half short, half long) were presented; half of them (36 for each length) were ungrammatical. The 36 ungrammatical sequences consisted of 18 replacement violations and 18 concatenation violations for both long and short sequences. In the short sequences, half of the violations (nine sequences each violation type) were situated at the third position and half of them were included at the fourth position. In the 36 long ungrammatical sequences, one third (six sequences each error type) were included at the fourth position, one third at the fifths, and one third at the sixth position. Additional 36 null events (fixation cross) were included in random order.

The start of a sequence was indicated by a fixation cross (500ms). Syllables were presented separately for 800ms with an inter-stimulus interval of 200ms between the syllables. After syllable presentation, participants could deliver their judgment for 1000ms, followed by a feedback for 500ms. Afterwards a fixation cross was shown for 1000ms. Trials started with a jitter of 0, 500, 1000, or 1500ms.

Response key assignment, and order of the grammar type (adjacent dependency rule first vs. hierarchical dependency rule first) were counterbalanced across participants.

Steps taken to ensure hierarchical rule acquisition

A couple of steps were taken to prevent alternative strategies like rote learning. First, the order of the category positions in a
syllable sequence was systematically changed, such that legal stimuli could have one of six different orders (A₁A₂A₃ B₁B₂B₃; A₂A₁B₃B₂B₁; etc.). Second, categories could comprise of an /e/ or /i/ (category A) or of an /a/ or /u/ (category B) resulting in 2⁶ = 64 combinations of syllable sequences. All in all, 64 (category combinations) × 6 (possible positions) = 384 items were generated for long sequences and 96 items for short sequences. For testing 144 items were randomly chosen from that item pool. Finally, learning items and testing items were different (see also Stimuli section). As learning took on average about 8.5 blocks, violations (see Procedure Testing), i.e.

The fMRI data processing was performed using the software package LIPSIA (Lohmann et al., 2001). Functional data were motion-corrected offline with the Siemens motion correction protocol (Siemens, Erlangen, Germany). To correct for the temporal offset between the slices acquired in one scan, a cubic spline interpolation was applied. A temporal high-pass filter with a cutoff frequency of 1/30Hz was used for baseline correction of the signal and a spatial Gaussian filter with 5.65mm FWHM was applied. To align the functional data slices with a 3D stereotactic coordinate reference system, a rigid linear registration with six degrees of freedom (3 rotational, 3 translational) was performed. The rotational and translational parameters were acquired on the basis of the MDEFT and EPI-T1 slices to achieve an optimal match between these slices and the individual 3D reference data set. The MDEFT volume data set was standardized to the Talairach stereotactic space (Talairach and Tournoux, 1988). The rotational and translational parameters were subsequently transformed by linear scaling to a standard size. The resulting parameters were then used to transform the functional slices using trilinear interpolation, so that the resulting functional slices were aligned with the stereotactic coordinate system. The linear normalization was further improved by an additional nonlinear normalization.

The statistical evaluation was based on a least-squares estimation using the general linear model dealing with serially autocorrelated observations using pre-whitening of each voxel's time series (Worsley et al., 2002). The design matrix was generated with a box-car function, convolved with the hemodynamic response function. The model equation, including the observation data, the design matrix and the error term, was convolved with a Gaussian kernel of dispersion of 4 seconds FWHM to deal with the temporal autocorrelation. In the following, contrast images, i.e. estimates of the raw-score differences between the conditions, were generated for each participant. The single-participant contrast images were then entered into a two-level random effects analysis for each of the contrasts. The group analysis consisted of a one-sample t-test across the contrast images of all participants that indicated whether observed differences between conditions were significantly different from zero. Subsequently, t-values were transformed into Z-scores. To protect against false positive activations, only regions with Z-score greater than 3.09 (p < 0.001) and with a volume greater than 240mm³ (30 voxels) were considered (Forman et al., 1995). Figures show the resulting Z-map overlaid onto an anatomical reference image. The potential confound of a session effect (global BOLD signal differences across sessions) was taken into account within the general linear model. The design matrix consisted of the five experimental conditions (short/grammatical, short/ungrammatical, long/grammatical, long/ungrammatical, and null-event) for each of the two sessions (hierarchical dependency rule, adjacent dependency rule). The last two columns modeled the average activity in each session. Testing the session effect (via a t-test of the columns session one and session two) revealed no significantly activated brain region (p <.001, uncorrected). This result demonstrated that there was no significant difference in the global signal intensity.

**Time course analysis**

The time course analysis was performed on the basis of the results of the RULE TYPE contrast (hierarchical dependency rule, adjacent dependency rule), that was calculated in the second-level analysis. The results of this contrast revealed activity in the
left IFG and the adjacent rim of the ventral premotor cortex (BA 44/6) and in the right ventral premotor cortex (BA 6). The time course analysis was performed in the voxels that yielded the highest activation in the left BA 44/6 and the right BA 6. The shape and size of the two activated areas that survived a threshold of Z = 3.09 were slightly different. The activated area in the left BA 44/6 comprised of 36 and in the right BA 6 of 43 adjacent voxels. The peak of activation in the left BA 44/6 was situated on the inferior precentral sulcus. In contrast, the activation maxima of the right-side region were located in the middle of the ventral premotor cortex. The time course analysis was employed to explore the influence of the factors LENGTH (short sequences, long sequences) and GRAMMATICALITY (grammatical sequences, ungrammatical sequences) on the hemodynamic response in Broca’s area. Additionally, to detect a possible functional influence of the hemisphere, the right brain area corresponding to the peak coordinates of the right ventral premotor cortex was also included in the analysis. Hence, time course analysis was accomplished in the left inferior frontal gyrus (−46, 5, 16; BA 44/6) and the right ventral premotor cortex (46, −2, 16; BA 6). The onset time of all trials related to the specific variables was aligned in each participant. The time course of the individual preprocessed data was then averaged across participants. In the present study the activation peak slightly differed between long and short sequences. In order to take this latency effect into account, time courses were analyzed at four different time points. Time points 5, 7, 9, and 11 seconds were chosen, since the hemodynamic response is known for a 2 seconds delay to peak) and an acquisition time of 2 seconds was used in the present study. Hence, starting at 5 seconds after stimulus onset, four time points every 2 seconds were selected (5, 7, 9, and 11). Paired t-tests were performed in both areas for each of the four factor combinations. For the significant effects, the partial effect size measure $\text{ES}^2$ was calculated. The partial effect size reflects the amount of variance of the dependent variable that is declared by the independent variable (e.g., Hays, 1973) and ranges between 0 and 1. Note, that time steps were interdependent due to the temporal autocorrelation in the BOLD signal. Hence, an additional more conservative analysis was conducted in which calculations were performed at the peak of activation (Slotnick, 2005). Since the length of the stimulus presentation was unequal, after visual inspection the peak of the BOLD response was defined at 6 seconds after stimulus onset for short sequences and at 8 seconds after onset for long sequences.

**Results**

**Behavioral results**

In order to determine whether the learning of one of the two rule types takes longer than the other, a paired t-test was conducted at which the amount of learning blocks that were needed to reach the criteria was analyzed. There was no significant difference associated with the learning time ($t(13) = 1.77$, n.s.). On average, participants needed 8.5 learning blocks (SD = 1.7) to reach the criteria of 90% correct answered sequences in two successive blocks. To investigate whether the order of learning of the two different rules had an influence on the performance of the participants, a separate analysis was accomplished. An ANOVA with the factors SESSION (first learning session, second learning session) and RULE TYPE (hierarchical dependency rule, adjacent dependency rule) was carried out. This analysis revealed that the rule type was not a predictor of learning time in either the first or the second session. The knowledge of one rule did not influence the learning time of the other rule, i.e., no transfer effect was found ($F(1,12) = 1.482$, n.s.). Additionally, a paired sample t-test was performed, comparing the learning time of the first session with the second session. The session effect was not significant ($t(13) = 0.31$, n.s.); the number of learning blocks in the first session was found to be not significantly different from that needed in the second session.

To investigate the performance in the test session, an ANOVA on the error rates was conducted, including the within-subject factors RULE TYPE (hierarchical dependency rule, adjacent dependency rule), LENGTH (short sequences, long sequences), and GRAMMATICALITY (grammatical sequences, ungrammatical sequences). Due to the delayed response mode used in the present study reaction times could not be analyzed. A significant main effect of RULE TYPE was found ($F(1,13) = 12.97, p < .01$), indicating that the hierarchical dependency rule induced slightly more errors (5.14%, SD = 3.4) than the adjacent dependency rule (2.16%, SD = 2.5; see Fig. 2A).

In order to ensure that syllable sequences were processed in a hierarchical way, the two types of structure violations, i.e., replacement and concatenation violations were analyzed. As described in the Procedure section, either a B-category was
Hierarchical vs. Adjacent dependency rule

<table>
<thead>
<tr>
<th>Left</th>
<th>Axial</th>
<th>Right</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="IFG" /></td>
<td><img src="image" alt="F/IT" /></td>
<td><img src="image" alt="aNS" /></td>
</tr>
<tr>
<td><img src="image" alt="vPM" /></td>
<td><img src="image" alt="vPM" /></td>
<td><img src="image" alt="vPM" /></td>
</tr>
</tbody>
</table>

Fig. 3. BOLD response on the main effect hierarchical vs. adjacent dependency rule. Brain activation pattern elicited by the contrast vector of the hierarchical dependency rule versus the adjacent dependency rule. IFG = inferior frontal gyrus; F/IT = fusiform/inferior temporal gyrus; aINS = anterior insula; GP = globus pallidus; CH = caudate head; vPM = ventral premotor cortex. Left diagram: ROI analysis of the different variables obtained in the left BA 44/6. Right diagram: ROI analysis in the right BA 6. Hierarchical rule (dark gray) shows a higher BOLD response in comparison to adjacent dependency rule (light gray) in L BA 44/6 and R BA 6, in grammatical, short sequences (gram/short); ungrammatical, short sequences (ungr/short); grammatical, long (gram/long); and ungrammatical, long sequences (ungr/long). Left-hemispheric ROIs revealed a higher hemodynamic response in comparison to right-hemispheric ROIs. N = 14, *p < .05, **p < .01, ***p < .001.

### FMRI results: activation patterns

In the present study, a 2×2×2 design was applied with the factors RULE TYPE (hierarchical dependency rule, adjacent dependency rule), GRAMMATICALITY (grammatical sequences, ungrammatical sequences), and LENGTH (short sequences, long sequences). In order to investigate the three main effects, contrast images for RULE TYPE, GRAMMATICALITY, and LENGTH were computed.

The processing of hierarchical as compared to adjacent dependency rules (main effect of RULE TYPE) yielded activity in Broca’s area and the adjacent rim of the ventral premotor cortex (see Fig. 3 and Table 1).

We used the cytoarchitectonic probability map by Amunts et al. (1999) to further evaluate the location of this activated area (http://www.bic.mni.mcgill.ca/cytoarchitectonics/). Amunts et al. (1999) analyzed the microanatomical structure of 10 post-mortem brains, using an observer-independent algorithm for identifying borders between brain regions. The results of this analysis were spatially normalized and mapped to an individual MNI reference brain. We compared the peak of activation (Tal: −46 5 16; MNI: −46 4 18) that was found to be activated in the main effect RULE TYPE with the cytoarchitectonic probability map. The result revealed a probability of 20% as being located within BA 44. This relatively low probability was observed because the peak of activation was situated at the posterior border of the pars opercularis. Microanatomically, this is a transition area between BA 44 and BA 6. However, most voxels of the activated area were located at the middle portion of pars opercularis (the peak was shifted to the posterior part of this activated area). The activated area ranged from −45 to −52 in the x-direction, from 1 to 16 on the y-axis, and from 4 to 19 on the z-axis. To conclude, the cytoarchitectonic probability map revealed that the area that we found to be activated comprised

### Table 1

<table>
<thead>
<tr>
<th>Brain region BA</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Z_{max}</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A (Main effect of RULE TYPE)</strong> Hierarchical vs. adjacent dependency</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L. inferior frontal G/precentral S</td>
<td>44/6</td>
<td>−46</td>
<td>5</td>
<td>16</td>
</tr>
<tr>
<td>R. ventral premotor C</td>
<td>6</td>
<td>46</td>
<td>−2</td>
<td>16</td>
</tr>
<tr>
<td>L. inferior frontal S</td>
<td>45/9</td>
<td>−34</td>
<td>28</td>
<td>22</td>
</tr>
<tr>
<td>R. anterior insula</td>
<td>−28</td>
<td>18</td>
<td>4</td>
<td>4.23</td>
</tr>
<tr>
<td>R. anterior insula</td>
<td>−32</td>
<td>14</td>
<td>4.54</td>
<td></td>
</tr>
<tr>
<td>L. fusiform/inferior temporal G</td>
<td>37</td>
<td>−42</td>
<td>−56</td>
<td>−18</td>
</tr>
<tr>
<td>R. fusiform/inferior temporal G</td>
<td>19</td>
<td>30</td>
<td>−82</td>
<td>−18</td>
</tr>
<tr>
<td>L. lingual G</td>
<td>17</td>
<td>−22</td>
<td>−98</td>
<td>−18</td>
</tr>
<tr>
<td>R. lingual G</td>
<td>17</td>
<td>22</td>
<td>−98</td>
<td>−14</td>
</tr>
<tr>
<td>R. caudate head</td>
<td>14</td>
<td>12</td>
<td>6</td>
<td>4.08</td>
</tr>
<tr>
<td>L. globus pallidus lateralis</td>
<td>−16</td>
<td>−6</td>
<td>4</td>
<td>4.38</td>
</tr>
<tr>
<td><strong>B (Main effect of GRAMMATICALITY)</strong> Ungrammatical vs. grammatical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L. anterior insula</td>
<td>−32</td>
<td>18</td>
<td>0</td>
<td>5.83</td>
</tr>
<tr>
<td>R. anterior insula</td>
<td>−32</td>
<td>20</td>
<td>4</td>
<td>5.78</td>
</tr>
<tr>
<td>L. superior temporal S</td>
<td>22/42</td>
<td>−42</td>
<td>−46</td>
<td>14</td>
</tr>
<tr>
<td>R. inferior occipital G</td>
<td>18</td>
<td>38</td>
<td>−84</td>
<td>−8</td>
</tr>
<tr>
<td>L. fusiform G</td>
<td>37</td>
<td>−38</td>
<td>−50</td>
<td>−14</td>
</tr>
<tr>
<td>L. thalamus (posterior lateral Ncl)</td>
<td>−8</td>
<td>−22</td>
<td>16</td>
<td>5.00</td>
</tr>
<tr>
<td>R. thalamus (ventral lateral Ncl)</td>
<td>12</td>
<td>10</td>
<td>12</td>
<td>4.33</td>
</tr>
<tr>
<td>R. thalamus (pulvinar Ncl)</td>
<td>14</td>
<td>−30</td>
<td>12</td>
<td>4.60</td>
</tr>
<tr>
<td>R. cerebellum</td>
<td>12</td>
<td>−68</td>
<td>−20</td>
<td>4.88</td>
</tr>
<tr>
<td><strong>C (Main effect of LENGTH)</strong> Long vs. short</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L. anterior insula</td>
<td>−26</td>
<td>18</td>
<td>10</td>
<td>4.23</td>
</tr>
<tr>
<td>R. anterior insula</td>
<td>28</td>
<td>18</td>
<td>4</td>
<td>5.09</td>
</tr>
</tbody>
</table>

Main effects.
L, left hemisphere; R, right hemisphere; G, gyrus; S, sulcus; Ncl, nucleus.
of parts of the left inferior frontal gyrus together with parts of the adjacent rim of the ventral premotor cortex (BA 44/6). Additional activation was found in the right ventral premotor cortex, the bilateral anterior insula, the left inferior frontal sulcus, the bilateral fusiform and lingual gyrus, and bilateral subcortical activations (including caudate nucleus).

Processing ungrammatical as compared to grammatical sequences (main effect of GRAMMATICALITY) elicited several bilateral activations (see Table 1B), including the anterior insula, the left superior temporal sulcus, the right inferior occipital gyrus, the right cerebellum, and the bilateral thalamus.

Finally, processing long versus short sequences (main effect of LENGTH) was correlated with bilateral activity in the anterior insula (see Table 1C).

In order to clarify a putative interaction between rule type and sequence violation, additional contrasts between hierarchical versus adjacent dependency rules were conducted for the grammatical sequences. As a result, activity in Broca’s area and the right ventral premotor cortex remained in this comparison. In contrast, Broca’s area was not engaged when conducting the comparison of hierarchical versus adjacent dependencies for the ungrammatical sequences (see Table 2A). This finding indicates that the activity in the left BA 44 and right BA 6 is due to the processing of grammatical sequences.

An additional analysis of the fMRI data was conducted to rule out the activation in Broca’s area was confounded with task difficulty. Behavioral data indicated that participants conducted slightly more errors in the hierarchically structured trials (5% errors) in comparison to the adjacent dependency rule (2% errors). This difference in performance given to the low absolute values of this difference, it seemed unlikely that it had a significant impact on the BOLD response. In order to rule out the possible confound of task difficulty as the main cause for the activity in Broca’s area we conducted an analysis which included the individual performance values for each condition as an additional parameter in the general linear model. If this parameter would declare the variance of the BOLD response in Broca’s area, than the performance difference rather than rule type (adjacent dependency versus hierarchical dependency) would be the cause of activity in this area. However, no brain region was found to be activated when testing this parameter. Accordingly, difficulty can be excluded as a possible cause for the activations in the brain regions found in this study.

fMRI results: time courses

The main result, namely the difference between hierarchical and adjacent dependencies was further evaluated in a time course analysis.

The RULE TYPE contrast yielded activity in predicted region of interest (ROI), i.e. the left BA 44/6 and also the right BA 6. In order to specify the possible influence of the factors GRAMMATICALITY and LENGTH on the activity detected for hierarchical sequences in contrast to sequences following the adjacent dependency rule, time courses were analyzed in the left BA 44/6. Since the right ventral premotor cortex was also identified, this region was included in the analysis. The paired t-test between left BA 44/6 and right ventral premotor cortex illustrated a general higher BOLD response for the left-sided activation in comparison to the right-hemisphere activity (t(13) = 2.41, p<.05).

The higher hemodynamic response to hierarchical sequences in comparison to adjacent dependency sequences was shown for grammatical, ungrammatical, short, and long sequences in both hemispheres: short/grammatical sequences (left: [t(13) = 4.06, p<.01, Ω^2 = .11], right: [t(13) = 4.53, p<.01, Ω^2 = .11]), short/ungrammatical (left: [t(13) = 2.53, p<.05, Ω^2 = .05], right: [t(13) = 3.94, p<.01, Ω^2 = .06]), long/grammatical (left: [t(13) = 5.32, p<.001, Ω^2 = .13], right: [t(13) = 4.50, p<.01, Ω^2 = .11]), and long/ungrammatical sequences (left: [t(13) = 2.63, p<.05, Ω^2 = .05], right: [t(13) = 3.29, p<.01, Ω^2 = .07]). As expected the effect size in Broca’s area was larger for grammatical sequences (short: Ω^2 = .1; long: Ω^2 = .13) than for ungrammatical sequences (short and long: Ω^2 = .05). This indicates a general higher hemodynamic response for hierarchical, grammatical sequences in comparison to hierarchical ungrammatical sequences (see Fig. 3). This pattern was also shown for the more conservative analysis at the peak of activation. In this analysis, paired t-tests were performed at time point six after stimulus onset for short sequences and time point eight for long sequences. Within each of the four combinations between the two factors GRAMMATICALITY and LENGTH, the simple main effects were significant. This was shown for the left-side ROI [3.04 ≤ t(13) ≤ 5.34, .001 ≤ p ≤ .01] and for the right-side ROI [2.21 ≤ t(13) ≤ 5.12, .001 ≤ p ≤ .05].

Discussion

The present study investigated the brain basis of processing hierarchical structures by directly comparing the processing of hierarchically structured syllable sequences with sequences following an adjacent dependency rule. Due to the subtraction design, several cognitive processes that were engaged during the processing of both structures could be controlled for. The main goal of this study was to explore the brain basis of grammatical rule use, rather than the learning of grammatical rules. The processes underlying the application of the hierarchical rule in the study at hand may thus differ from those implicated in implicit or incidental learning paradigms.2 Here

Table 2

<table>
<thead>
<tr>
<th>Anatomy</th>
<th>Area</th>
<th>Right Hemisphere</th>
<th>Left Hemisphere</th>
<th>Z Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>L anterior insula</td>
<td>30</td>
<td>12</td>
<td>8</td>
<td>4.63</td>
</tr>
<tr>
<td>R middle frontal G</td>
<td>9</td>
<td>34</td>
<td>28</td>
<td>22</td>
</tr>
<tr>
<td>R fusiform/inferior temporal G</td>
<td>19/37</td>
<td>50</td>
<td>68</td>
<td>12</td>
</tr>
<tr>
<td>L lingual G</td>
<td>18</td>
<td>22</td>
<td>98</td>
<td>18</td>
</tr>
<tr>
<td>L inferior frontal G</td>
<td>44/6</td>
<td>46</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>L ventral premotor C</td>
<td>6</td>
<td>46</td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>L anterior Insula</td>
<td>26</td>
<td>18</td>
<td>4</td>
<td>4.15</td>
</tr>
<tr>
<td>L anterior Insula</td>
<td>35</td>
<td>14</td>
<td>2</td>
<td>4.37</td>
</tr>
<tr>
<td>L fusiform G/inferior temporal G</td>
<td>54/9</td>
<td>34</td>
<td>28</td>
<td>22</td>
</tr>
<tr>
<td>L fusiform G/inferior temporal G</td>
<td>37</td>
<td>36</td>
<td>56</td>
<td>20</td>
</tr>
<tr>
<td>L caudate body</td>
<td>18</td>
<td>18</td>
<td>22</td>
<td>3.99</td>
</tr>
<tr>
<td>L cerebellum peduncle</td>
<td>16</td>
<td>18</td>
<td>8</td>
<td>4.79</td>
</tr>
<tr>
<td>L lingual G</td>
<td>18</td>
<td>22</td>
<td>98</td>
<td>14</td>
</tr>
<tr>
<td>L globus pallidus lateralis</td>
<td>16</td>
<td>6</td>
<td>2</td>
<td>4.26</td>
</tr>
</tbody>
</table>

1 Note also, that in the present study visual presentation was applied, in order to stay comparable to numerous other language processing and artificial grammar learning experiments (cf. Tettamanti et al., 2002; Musso et al., 2003; Fiebach et al., 2005). Even if one could assume common grounds between written and spoken grammar processing, our conclusions remain restricted to the former.
we focus on brain responses to the processing of two different rule types established by prior learning. Activation as a function of the different rules was found in Broca’s area, but also some other areas which, however, partly seem to reflect aspects of grammaticality and general processing load (length). Note that from the theoretical linguistic perspective one might also argue that both artificial grammar rules at hand could be considered as context-sensitive grammars, since both require a match between two constituents (cf. Chomsky, 1959). Thus, both rule types might be on the same level of the Chomsky hierarchy. Accordingly, the observed activation pattern in the contrast of hierarchical versus adjacent dependency rule may not be taken to reflect grammatical complexity, but different dependency types involving different verbal working memory load.

In the following we will first discuss activation in Broca’s area and then turn for the other activation observed in the present study.

**Broca’s area**

The processing of the hierarchical dependency rule evoked higher BOLD response in Broca’s area extending into the left premotor cortex compared to the adjacent dependency rule. An activation increase was also shown in the right ventral premotor cortex. The hemodynamic response in left BA 44/6 was higher than in the right BA 6, suggesting a left-dominant activation pattern. It is important to note that BA 44/6 remains significantly activated even when excluding ungrammatical items.

This finding indicates that Broca’s area is particularly engaged in processing hierarchical as compared to non-hierarchical grammars, a finding further supporting the idea formulated in a previous study (Friederici et al., 2006a). While this notion was already suggested by the earlier study, the present experiment used a more elaborated grammar to test Broca’s role in the processing of hierarchical structures more rigorously. In the present study we specifically aimed to exclude the possible confound of a simple counting mechanism (cf. Perruchet and Rey, 2005; de Vries et al., 2007).

To this end, the grammar of the present study was designed to build up defined long distance dependencies between respective elements of the categories A and B. The embedded nature of these sequences at hand is reflected by the dependency of categories over non-adjacent elements (e.g., A$_{2}$A$_{3}$B$_{1}$B$_{2}$B$_{3}$). In order to validate an embedded type of processing instead of a simple counting strategy, errors that violated the matching of categories were included. Analysis of the behavioral data revealed an increased amount of errors conducted for concatenation violations (13.5%) in comparison to replacement violation (3.5%) (see Fig. 2B) suggesting a higher processing difficulty of the former error type. Importantly, however, even though concatenation violations caused more errors than replacement violations grammaticality judgment was not at chance level as predicted by a counting strategy. Still, one cannot exclude that for some items a counting or other strategies could be applied. For processing of items with replacement violations (e.g., A$_{1}$A$_{2}$A$_{3}$B$_{1}$) one could count the number of items per category and once the number is not the same for each category, the participant could have judged those sequences correctly as ungrammatical. However, this only holds for the replacement violation (25% of all sequences). In order to successfully process the other 75% of items one needs to access the concatenation strategy. Critically, we showed that the activity in Broca’s area remains significant even when all ungrammatical items, comprising of concatenation and replacement violations, were excluded. Hence, the activity in Broca’s area could not be explained by simple error detection strategies, but by hierarchical processing.

Broca’s area and the right ventral premotor cortex were significantly more activated for the processing of the hierarchical rule vs. the adjacent rule even when excluding ungrammatical sequences. Exclusion of grammatical sequences, by contrast, did not reveal any significant activity in these areas for the comparison of the hierarchical vs. the non-hierarchical condition. The time course analysis showed a significant difference in the BOLD response between the hierarchical and the adjacent dependency rule for grammatical and for ungrammatical items (see Fig. 4). However, the effect size for ungrammatical sequences was much smaller than for grammatical sequences. This result revealed that it is not violation detection per se that caused activity in Broca’s area, but that the activity rather correlated with intrinsic differences between the two grammar types, namely hierarchical versus non-hierarchical.

From a broader perspective, the present findings on left BA 44/6 are in line with the literature on language-like artificial grammar processing (Opitz and Friederici, 2003, 2004; Friederici et al., 2006a) indicating this region’s involvement in the processing of complex syntactic structures. Moreover, a number of fMRI studies investigating syntax processing in natural language also reported activity in Broca’s area (Stromswold et al., 1996; Caplan, 2001; Moro et al., 2001; Röder et al., 2002; Ben-Shachar et al., 2003; Musso et al., 2003; Fiebach et al., 2005; Bahlmann et al., 2007). In natural language processing, the

![Broca's Area: Hierarchichal vs. Adjacent dependency rule](image)

**Fig. 4.** Time course analysis in BA 44/6. Averaged signal change of the hemodynamic response associated with each of the eight conditions (error bars correspond to standard errors across participants). Solid line: hierarchical dependency rule. Dotted line: adjacent dependency rule. The hierarchical dependency rule showed a higher BOLD response in all conditions. The difference of signal change between hierarchical and adjacent dependency rule is higher for grammatical (long and short) as compared to ungrammatical (long and short) conditions.
increase of activation in Broca’s area after syntactic manipulations in sentences was interpreted as correlate of higher syntactic complexity (Caplan, 2001), higher syntactic working memory (Fiebach et al., 2005), or processing costs due to syntactic movement in hierarchical structures (Grodzinsky, 2000; Ben-Shachar et al., 2003; Santi and Grodzinsky, 2007), hierarchical structure building (Friederici, 2004; Friederici et al., 2006a), or action and language related hierarchical processing (Tettamanti and Weniger, 2006). Furthermore, procedural memory (Ullman, 2004, 2006), unification (Hagoort, 2005) and synthesizing (Ben Shalom and Poeppel, 2008), have been discussed as functional underpinnings.

In the present work, the observed activity in Broca’s area was associated with the processing of a hierarchically structured sequences in which the dependent elements were linked by a hierarchical dependency relation. The processing of this structural dependency particularly engaged BA 44 and the adjacent rim of the ventral premotor cortex. Hence, in line with our previous study (Friederici et al., 2006a) we suggest that the activity in this regions was correlated with hierarchical structure building. Syntactic movement related dependencies in natural language processing also appear to engage Broca’s area although a slightly more anterior portion, i.e. BA 45 (Santi and Grodzinsky, 2007). Whether the different neuroanatomical location of the activation within either BA 44 (present study) and BA 45 (Santi and Grodzinsky, 2007) for the processing of long distance dependency relations, is due to different language types (artificial vs. natural) or can be attributed to different dependency types (hierarchical vs. movement) will have to be clarified in further studies.

Note that the present results remain neutral as to whether Broca’s area was engaged due to the fact that language-specific regions are exploited for the processing of language-like stimuli or, conversely, whether natural grammar must be conceived of as one of many possible hierarchical structures to be processed in Broca’s area (e.g. Koechlin and Jubault, 2006). Rather, the notion put forward here is that Broca’s area subserves the processing of hierarchical structures in the domain of grammar.

Other activations

There were also a number of other brain regions found to be activated for the different comparisons. Crucially, for the hierarchical vs. adjacent dependency comparisons in the grammatical sequences a number of additional brain areas were found. However, as the majority of these were also found to be significant in other comparisons these cannot be attributed to the aspect of hierarchy as such. These areas are, the insulae bilaterally which were effective in all comparisons (A–C, Table 1, A–B Table 2), the fusiform gyrus which showed an effect for all those comparisons including hierarchical versus adjacent dependency rule (A, B Table 1, B Table 2), and different nuclei of the basal ganglia which were effective in this latter comparisons.

Insula

In the bilateral dorsal anterior insula all three main effects, namely RULE TYPE, GRAMMATICALITY, and LENGTH were correlated with activity suggesting that this region is not specific for the processing of hierarchical structures. The anterior insula is connected with several cortical and sub-cortical brain areas (Preuss and Goldman-Rakic, 1989). Numerous cognitive and autonomous functions were associated with this region, including autonomic functions, subjective feeling, breathing, temporal processing, cognitive control, or language processing (see Augustine, 1996 for an overview). With respect to language processing, an involvement of the anterior insula has been reported in particular for speech and auditory processing. For example, lesions in the anterior insula are correlated with impairments in the processing of speech (Kreisler et al., 2000; Saygin et al., 2004). Bamiou et al. (2003) discuss in their review the anterior insula as a region involved in the integration of auditory information with other associative functions. In a recent meta-analysis, Wager and Barrett (2004) suggested the anterior dorsal insula to particularly reflect the mental effort of a cognitive task which is accompanied by autonomic reactions. According to this more general notion, the insula activation in our tasks could be also due to an autonomous reaction triggered by a signal for optimizing ongoing task performance. Our behavioral data confirm this interpretation, as error rates were higher for hierarchical sequences compared to adjacent dependency sequences. In contrast, no behavioral differences were recorded for ungrammatical vs. grammatical and long vs. short sequences. Note, that both rule types were processed to level of high proficiency (overall only 3.65% conducted errors). The performance differences between grammatical vs. ungrammatical and long vs. short sequences could be diminished, due to the over-learned character of the stimuli. A particularly interesting question for further investigations would be, whether mental effort is the key to the insula activity in cognitive demanding tasks.

Fusiform gyrus

The left middle fusiform gyrus showed increased levels of activation in the main effect of RULE TYPE and in the main effect of GRAMMATICALITY. The peak of activation was situated in an area labeled as visual word form area. This region was consistently engaged during reading of words and readable pseudowords and is therefore taken to be involved in abstract letter identification due to the invariance of visual features (e.g.; Cohen et al., 2000). The specificity of that area has subsequently been questioned by several authors, as this region is also known to show an increased BOLD response to auditory word processing (Booth et al., 2002) and tactile (Braille reading) processing (Buchel et al., 1998). In the present study, this area was more activated for readable syllable sequences that followed a hierarchical dependency rule than for ungrammatical than for grammatical sequences. The present findings could be reconciled with the above mentioned studies by assuming a recognition process based on pattern matching and expectation of an upcoming syllable form which would be more difficult for the hierarchical dependency rule than for adjacent dependency rule, and also more difficult for ungrammatical than for grammatical ones.

Sub-cortical structures

The basal ganglia were sensitive to different factors. The right caudate head and the left globus pallidus revealed higher hemodynamic response to the processing of the hierarchical compared to the adjacent dependency rule. Interestingly, when excluding ungrammatical sequences, increased activity was observed in the left caudate body and the left globus pallidus, whereas when excluding grammatical sequences activity was observed in the right caudate head and the left globus pallidus. These comparisons clearly indicate a differential function of the different substructures of the basal ganglia.

The involvement of the basal ganglia in language processing has long been discussed (Crosson, 1985). Their specific role,
however, remains unclear. While Ullman (2004) proposed that the basal ganglia together with Broca’s area support procedural aspects of grammar, others assumed that the basal ganglia are rather involved in controlled grammatical processes (e.g. Friederici et al., 2003; Kotz et al., 2003). The present findings suggest that substrates of the left ganglia (left caudate body, left globus pallidus) are involved in on-line grammatical processes. The left globus pallidus, in particular, was found to be activated as a function of grammar type independent of its grammaticality which suggests its special role in grammatical processes.

Error detection, in contrast, seems to be subserved by thalamic structures bilaterally as these were found to be activated more for ungrammatical than for grammatical structures.

Conclusion

The present study indicates that Broca’s area supports the processing of hierarchical dependencies during artificial grammar processing. Broca’s area subserves this function as a part of a neural network of natural language processing which involves several other brain areas.
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