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## 1 Introduction

The detection of light plays an important role our everyday life as well as science. From microscopes in biology and medicine to telescopes in astronomy, photons are the prominent messenger carrying the desired information. In astronomy, this results in stunning images of the night sky where the ability to detect light goes far beyond the visible spectrum out eyes are limited to.

Enter, neutrinos. First postulated by W. Pauli in 1930 when observing the energy spectrum of electrons from the $\beta$-decay [1] and detected in 1956 by C.L. Cowan and F. Reines in the poltergeist-experiment [2], it is one of the most abundant particles in the known universe but largely unknown to the general public. With an exceptionally small interaction cross section due to only interacting through the weak interaction and negligibly contributions from gravity, neutrinos propagate through the universe on straight paths. This characteristic makes neutrinos interesting for astronomy as their origin may lie in distant objects and is connected to the acceleration sites of cosmic rays.

The IceCube Neutrino Observatory [3] is dedicated to the detection of neutrinos. It utilises an indirect method where the neutrino first interacts with matter. The emerging particles are subsequently detected via the Cherenkov effect [4] which describes the emission of light from charged particles traveling in a dielectric medium. The underlying mechanisms to this detection method are outlined in chapter 2. In IceCube, a $\sim 1 \mathrm{~km}^{3}$ portion of the glacial ice in the south pole is used as the detection medium to increase the probability of the neutrino interaction. The ice is fitted with over 5000 modules responsible to detect the light stemming from the neutrino interaction. At the heart of each of these modules is a photomultiplier tube (PMT). Currently, two extensions for the existing detector are planned. IceCube Upgrade [5] and IceCube-Gen2 [6] in which new optical modules will be deployed among other improvements. One of these modules is the multi PMT digital optical module, or mDOM, utilizing 24 PMTs of 80 mm diameter. This thesis focuses on these PMTs and the principle and properties of them are explained (see chapter 3) as well as explored. PMTs are the main components of modern neutrino telescopes and the knowledge of their characteristics directly influences the operation of such telescopes. In this thesis, two aspects are studied. The collection efficiency and the timing properties.

The studies are conducted in a simulation software called COMSOL Multiphysics ${ }^{\circledR}$ which is widely used in science to model physics, chemistry or engineering processes. The important aspects of the software for the purpose of the PMT simulation are highlighted in chapter 4 , while chapter 5 explores the accuracy of the simulation.

The analysis of the simulated data and comparison to measurement data of actual mDOM PMTs is presented in chapter 6 for two different photocathode illumination patterns. A combination of these patterns is used in chapter 7 to explore the photosensitive area of the PMT in two dimensions.

## 2 Astronomy with neutrinos

This chapter gives a brief introduction to neutrino physics (see section 2.1) and highlights its importance in multi messenger astronomy (see section 2.2). In section 2.3 the Cherenkov radiation is introduced, which is used in the IceCube Neutrino Observatory outlined in section 2.4. Finally, section 2.5 broaches the extensions of this detector.

### 2.1 Neutrinos in the standard model

Neutrinos are one of the most abundant particles in the universe and yet they rarely interact with matter. This is due to their unique properties. Neutrinos are particles in the standard model of particle physics shown in figure 2.1.1 and come in three generations, also called flavours. Namely the electron-neutrino $\nu_{e}$, the muon-neutrino $\nu_{\mu}$ and the tau-neutrino $\nu_{\tau}$.


Figure 2.1.1: The standard model of particle physics with mass, charge and spin of the particles. The color indicates the possible interactions of the particles (red: strong, grey: electromagnetic, green: weak). Image taken from [7].

As fermions, the neutrinos posses a spin of $1 / 2$ and further belong to the leptons. Since the neutrino does not carry an electrical or color charge and its mass is exceptionally small it only interacts through the weak interaction. The short range of the weak interaction is also the reason for the low rate of interaction between a neutrino and matter. The weak interaction is split into the neutral current (NC) and charged current (CC) depending on the exchanged boson. For the energy regime of interest an interaction usually occurs through deep inelastic scattering. The possible interactions are then given by

$$
\begin{align*}
& \stackrel{(-)}{\nu l}+N \xrightarrow{Z^{0}} \stackrel{(-)}{\nu}+X(\mathrm{NC})  \tag{2.1.1}\\
& \stackrel{(-)}{\nu_{l}}+N \xrightarrow{W^{ \pm}} l^{\mp}+X(\mathrm{CC}), \tag{2.1.2}
\end{align*}
$$

where $l \in\{e, \mu, \tau\}$ denotes the flavour of the neutrino and lepton, $N$ is a nucleon and $X$ represents further hadronic products.

For a long time it was believed that neutrinos do not have a mass. This believe, however, changed when the phenomenon of neutrino oscillation was observed [8] 1 whereby the flavor of a neutrino changes when it propagates through matter. This lead to the conclusion that the neutrino flavours propagate as a mixture of mass eigenstates. These mass eigenstates propagate at different speeds resulting in the flavour oscillation. This effect is only possible if the difference between the mass eigenstates is non zero. Therefore, the neutrinos must have a mass. The absolute value of this mass remains a mystery to this day as there are only upper limits known through various experiments like the KATRIN experiment [9] currently limiting the neutrino mass to $m_{\nu} \leq 0.8 \mathrm{eV}$ [10].

### 2.2 Neutrino sources

Neutrinos can originate from several sources. On earth, they are produced, for example, in nuclear reactors, through the $\beta$-decay of radioactive isotopes, and as a product of cosmic ray showers ${ }^{2}$ Additionally, there is an extraterrestrial component contributing to the overall neutrino flux that is measured. The different sources and their fluxes are shown in figure 2.2 .1 .


Figure 2.2.1: Neutrino fluxes from different sources. Shown are both measured and theoretical fluxes. Image taken from [12].

Most of the extraterrestrial neutrinos that reach earth originate from our sun. They are produced in nuclear fusion processes where hydrogen nuclei are converted to helium. Due to their low interaction rate they can then escape the sun and propagate towards the earth.

Of interest for astronomy are neutrinos that have their origin outside of our solar system in astrophysical objects like supernovae and active galactic nuclei (AGN). Traditional telescopes are very capable when it comes to finding and observing these objects but they only focus on the electromagnetic spectrum. This is limited due to the possible scattering

[^0]of its messenger, the photon. The unique properties of the neutrino, namely only interacting weakly, results in them taking a direct path from their point of origin and detection. By observing the path of a neutrino one can therefore point directly to its source. They are a complementary messenger to the photon. This principle of observing multiple messengers lead to the suggestion that blazars ${ }^{3}$ are a source of high energy astrophysical neutrinos when one such neutrino was observed in 2017 by the IceCube Neutrino Observatory from the TXS $0506+056$ blazar. This happened coincidentally with a $\gamma$-ray flare [13]. This suggestion was later strengthened when archival data was reinvestigated and an excess of high energy neutrino events was found in the direction of the blazar [14].

Further searches in previously recorded data where the positions of known $\gamma$-ray sources were investigated for an overabundance of neutrinos above expectations were performed. These searches provide evidence that the active galaxy NGC 1068 is emitting neutrinos in the TeV range [15]. Most recently the investigation of archival data with a new machine learning based approach show that the galactic plane of the milky way is a source of neutrinos with $4.5 \sigma$ confidence [16].

### 2.3 Cherenkov radiation

As discussed previously, when a neutrino interacts with matter there is the possibility of generating charged particles. When these charged particles have sufficient energy and traverse trough a dielectric medium they induce what is referred to as Cherenkov radiation [4].

While the speed of light in vacuum $c_{0}$ is an absolute constant in physics, light propagates at different speeds depending on the medium. This propagation speed is determined by the refractive index $n$ of the medium. One can then calculate the speed of light in the medium using $c_{n}=c_{0} / n$.

When a charged particle travels through a dielectric medium, it polarises the surrounding particles of the medium. By radiating photons these particles will return to their original state. If the charged particle is slower than the speed of light in that medium, the emitted photons will interfere destructively. Should the charged particle be faster than the speed of light in the medium, the emitted light will interfere constructively resulting in a cone shaped waveform along the propagation direction of the charged particle like shown in figure 2.3.1.


Figure 2.3.1: Representation of the Cherenkov effect. Shown is the incoming charged particle (red) and the resulting radiation (blue) with angle $\theta$ to the direction of propagation. Image taken from [17].

[^1]Here the incoming particle (red arrow) will result in the emission of Cherenkov radiation (blue arrows) along its trajectory. The angle at which the light is emitted depends on the speed of the charged particle and the refractive index of the medium. In a time $t$ the charged particle will travel the distance $v t$ and the light $c t / n$. Using the cosine law for right triangles one can calculate the angle to be determined by

$$
\begin{equation*}
\cos \theta=\frac{1}{\beta \cdot n} \tag{2.3.1}
\end{equation*}
$$

where $\beta=v / c_{0}$ denotes the ratio between the speed of the particle and the speed of light in vacuum. The Cherenkov effect is widely used in a multitude of experiments around the world. The application in the IceCube experiment shall now be discussed.

### 2.4 The IceCube Neutrino Observatory

The neutrino is truly a double edged sword when it comes to astronomy as it provides a new point of view but also pose challenges to be able to utilize its potential. Due to their unchanged trajectory neutrinos are an ideal messenger and considered to be a "smoking gun" for the production of cosmic rays. However, this property also means that the amount of neutrinos one can detect from the objects in question is small.

One instrument that takes advantage of neutrinos is the IceCube Neutrino Observatory [3], or shorter, IceCube. It is located at the South Pole and uses an array of optical modules to detect the radiation that occurs after a neutrino interaction. A sketch of the experiment is depicted in figure 2.4.1.

IceCube uses a total of 86 strings that are embedded in the polar ice at depths between 1450 m and 2450 m . The layout of the strings follows an approximate hexagonal grid with spacing between two strings of up to 125 m . The strings themselves consist of multiple digital optical modules (DOMs) that are used to detect the light produced after neutrino interactions. The total instrumented volume of the detector amounts to about $1 \mathrm{~km}^{3}$ which can be split into three major parts as follows:

- The In-Ice array is the largest part of the detector and the most prominent one as well. It is built with 78 of the 86 strings, populated with 60 DOMs each. The vertical distance between modules is $\sim 17 \mathrm{~m}$ resulting in a design that is optimized for the TeV to PeV energy range. In figure 2.4.1 the In-Ice array is shown in blue.
- The DeepCore array is the set of the remaining eight strings but also utilizes seven neighbouring stings from the In-Ice array. The DeepCore strings also contain 60 DOMs each. 50 of these modules are located at depths below 2100 m and 10 shallower than 2000 m . This way the dustlayer ${ }^{4}$ can be avoided. The spacing between the DOMs is 7 m and 10 m for the lower and upper part respectively. This tighter geometry is chosen to enhance the sensitivity for lower energies down to 10 GeV . The DeepCore array is colored green in figure 2.4.1.
- The IceTop surface array is located on the surface as the name implies. It adds another 324 DOMs contained in 81 stations to the detector. IceTop is used to observe cosmic ray showers but can also be used as a veto for downgoing muons.

The most important part of the detector is the DOM. It essentially is the interface between the neutrino and the measurement. The main components of a DOM can be seen in figure 2.4.2.

[^2]

Figure 2.4.1: Schematic drawing of the IceCube Neutrino Observatory. Shown are the In-Ice array (blue), the DeepCore array (green), the IceTop surface array and the scale of the detector. The colors on top indicate the different deployment seasons. Image taken from [18].

At the heart of every DOM is a photomultiplier tube (PMT) of 24 cm diameter. These devices are used to convert light into an electrical signal and are described in more detail in chapter 3, The DOM also contains the necessary electronics to operate the PMT as well as calibration devices. All of these components are housed inside a glass pressure vessel protecting them from environmental conditions (not shown in figure 2.4.2) and then lowered into the ice.

The information one hopes to obtain from operating the detector is an accurate value for the energy and direction of the incoming particles. What the detector actually sees, however, are only photons that can originate from said particles. The data acquired by the DOMs contains the detected charge ${ }_{5}^{5}$ over time. With this information and appropriate reconstruction algorithms, one can estimate the energy and direction of the incoming particles. Depending on the type of particle/neutrino interaction there are two different major signatures coming from two event types 6 namely the cascade (sometimes called shower) shown in figure 2.4.3a and track seen in figure 2.4.3b

Track signatures are only caused by muons. They can either be generated by $\mathrm{CC} \nu_{\mu}$ interactions or in the atmosphere. Due to the greater mass of the muon it can travel further inside of the detector and deposit its energy along its path. The reconstruction of the muon energy is difficult for the track signature since parts of the track lie outside the detector. The direction, however, can be reconstructed with degree-precision and better depending on the energy [20]. This makes tracks the optimal signature for finding point-sources.

[^3]

Figure 2.4.2: Mechanical layout of the DOM consisting of PMT, calibration devices, readout electronics and high voltage supply. The glass pressure vessel is not shown. Image taken from [18].


Figure 2.4.3: Two different event signatures in the IceCube detector. Figure 2.4.3a shows the signature of shower events and figure 2.4.3b that of track events. Images taken from [19], modified.

All NC interactions will result in a cascade event together with $\nu_{e} \mathrm{CC}$ interactions. The produced electrons travel much shorter distances inside the detector and deposit their energy rapidly. This leads to an almost spherical shape of the signal. Apart from this there is also the hadronic cascade from NC$]^{7}$ interactions. They share the same signature. Since most of the energy is deposited and detected inside of the detector the reconstruction of the energy is superior to that of track events. The directional reconstruction is limited in its accuracy due to the spherical shape of the signal.

### 2.5 IceCube Upgrade and the mDOM

Two future IceCube extensions are planned, aiming to improve the already impressive capabilities of the existing detector and to further enhance it's sensitivity for lower and higher energies. One is IceCube-Gen2 [6] where the instrumented volume will be increased significantly allowing the detection of higher energy events in the TeV to EeV range [21]. The other is called IceCube Upgrade [5] which will lower the energy threshold to a few GeV and provide new calibration methods for the existing detector [5]. The future layout of the current detector including IceCube Upgrade is shown in figure 2.5.1a. In total seven new strings with

[^4]

Figure 2.5.1: Planned layout for the IceCube Upgrade detector in figure 2.5.1a and exploded view of the mDOM in figure 2.5.1b. Images taken from [5] and [22], respectively.
approximately 700 newly developed optical modules will be deployed. The deployment of the IceCube Upgrade stings is planned for 2025/26.

One of these optical modules is the multi-PMT digital optical module, or mDOM, depicted in figure 2.5.1b It houses a total of 24 PMTs of 80 mm diameter including their electronics and several calibration devices inside. This segmented approach has several advantages over the previous DOM such as a larger sensitive area with near $4 \pi$ coverage and inherent directional information about incoming photons. There has been a lot of research into this module and the knowledge gained will be used to construct the module for IceCubeGen2. This thesis is focused on the PMT used in the mDOM.

## 3 Photomultiplier tubes

Photomultiplier Tubes (PMTs) are a widely used instrument for the detection of light in different fields of physics, biology, chemistry or medicine. They are also the main component of the IceCube detector as mentioned in section 2.4. This chapter will give an overview of the working principles of PMTs in section 3.1 with the discussion of their properties relevant to this thesis in section 3.2. The theory of the photoelectric effect and secondary emission in this context are explained as well in section 3.3 and section 3.4 respectively.

### 3.1 PMT working principle

The working principle of a PMT can be explained in three steps. The first step is the conversion of a photon to an electron. This takes place at the photocathode, a thin layer of photosensitive material. If the photon is absorbed it can liberate an electron, called photoelectron. This step (further discussed in section 3.3) is followed by a multiplication process, consisting of a series of stages (called dynodes) where the photoelectron is accelerated due to a step-wise increasing electric potential inside the PMT. When striking a dynode, the photoelectron releases secondary electrons from the dynode material. These are then accelerated towards the next dynode where further electrons are liberated. This is repeated multiple times until a certain amount of electrons is accumulated. Finally, the combined charge of all the electrons is collected and measured at the anode. The total number of collected electrons can differ depending on the application but is usually in the order of $10^{6}$ to $10^{7}$. The schematics of the described process as well as the essential component housed in a vacuum inside a glass bulb are shown in figure 3.1.1.


Figure 3.1.1: Schematic drawing of a PMT with the main components. The incoming photon (red) frees an electron from the photocathode (dashed line) which is accelerated towards the dynodes and successively multiplied (orange). The combined charge is collected at the anode. Image taken from [23].

As mentioned above there is an electric field inside the PMT. This is generated with a high voltage power supply. The potential is then divided onto the different components. The IceCube mDOM PMT ${ }^{8}$ has a total of ten dynodes. The important metric for the multiplication process is the potential difference between the stages (further discussed in section 3.4). In case of the mDOM PMT the first dynode gets the largest share of $3 / 13$ th while the rest of the components only get $1 / 13$ th of the total electric potential applied. Note that the anode also needs a share of the total potential but does no further multiplication.

### 3.2 PMT properties

A PMT has numerous properties that impact its performance. This section will give an overview of some of these properties, which are relevant to this thesis. The dependencies of these properties on some parameters are also discussed.

### 3.2.1 Gain and collection efficiency

The gain of a PMT determines how many electrons are collected on average at the anode when one photoelectron is emitted from the photocathode. It is the product of the gain of each multiplication stage and can be written as

$$
\begin{equation*}
g=\prod \delta_{i} \cdot c_{i} \tag{3.2.1}
\end{equation*}
$$

where $\delta_{i}$ is the secondary emission yield and $c_{i}$ is the collection efficiency of dynode $i$. The secondary emission yield $\delta$ is a material property and will be further examined in section 3.4 It describes the average number of new electrons liberated from the dynode per incident electron. The collection efficiency $c$ is the ratio between the number of emitted electrons at the previous stage to the number of electrons arriving. The gain of a PMT can be adjusted by changing the supply voltage like shown in figure 3.2.1.


Figure 3.2.1: Measured gain of an IceCube mDOM PMT against the supplied voltage. The necessary voltage to achieve nominal gain of $5 \cdot 10^{6}$ is extracted from a fit. Image taken from [22], modified.

This is explained by the dependence of the secondary emission yield on the energy of the incoming particles and therefore on the supply voltage. This is by far the easiest way to change the gain of the PMT as otherwise the dynode material would need to be changed to increase the secondary emission yield or the geometry changed to increase the collection efficiency. It is important to note that the collection efficiency of the first stages influences the gain to a higher degree than latter stages since the "lost" electrons wont get multiplied.

The characterization of PMTs is typically done at their nominal gain which is $5 \cdot 10^{6}$ for the mDOM PMT. The voltage necessary to achieve this varies between PMTs, though.

[^5]
### 3.2.2 Timing parameters

Of particular interest for the IceCube experiment is the timing performance of the PMTs since in the reconstruction of events the arrival time of the photons plays a central role. There are two separate categories of timing parameters. The first are concerned with the properties of a single PMT pulse and the second with the difference between pulses. A single pulse for a PMT is depicted in figure 3.2.2a,

(a) Single pulse

(b) Pulse distribution

Figure 3.2.2: Theoretical shape of the pulse of a PMT in figure 3.2.2a with the transit time, rise time, fall time and pulse length. Image taken from [22]. When putting the transit time of multiple pulses into a histogram the three regions in figure 3.2.2b are obtained. The main pulse (orange), early pulses (red) and late pulses (blue) are shown. Image taken from [24], modified.

It has a transit time (TT) which is the time difference between the light hitting the photocathode and the signal being measured at the anode. The shape of the pulse is described by the rise and fall time. This is the time interval in which the signal rises from $10 \%$ to $90 \%$ or vise versa. The length of the pulse is determined by the FWHM of the signal.

The transit time of a PMT is not a constant value. If the transit times of several pulses are grouped in a histogram a distribution similar to that in figure 3.2 .2 b will appear which can be divided into three regions.

The first region describes the early pulses. These are photons that are transmitted through the photocathode and hit the first dynode. Here an electron is liberated from the material and multiplied. Since this pulse is missing the first stage of amplification it has a lower gain and therefore is harder to detect. The photon is much faster than the electron so this type of pulse appears earlier than expected with the time difference depending on the PMT geometry.

The second group of pulses are all close to the maximum of the distribution. They are categorized as main pulses and most of them are generated by the ordinary method. They have a spread, called transit time spread (TTS), which can come from different trajectories or starting positions of the photoelectron 9

Lastly there are pulses that arrive after the main pulse. An electron can elastically scatter on the first dynode ${ }^{10}$ This results in a longer trajectory inside the PMT resulting in a delayed detection of a few ns. Another possibility is the so-called afterpulsing. Here the impact of the electron causes the generation of a photon which can trigger a second pulse when it hits

[^6]the photocathode. Additionally, electrons can ionize residual atoms in the PMT vacuum. These positive charged ions are accelerated towards the photocathode and liberate a large number of electrons which trigger pulses. Both types of afterpulses are considered correlated background of the PMT and follow after the main pulse while late pulses replace it.

### 3.3 Photoelectric effect

This section will focus on the photoelectric effect. This in general describes the emission of electrons from materials when illuminated with light of sufficient energy. As this is a very broad topic, this section will only focus on the photoemission from the photocathode type used in the IceCube mDOM PMT. These are made out of a bialkali material [25] the exact constituents of which are unknown and classify as a semiconductor. The process of photoemission can be split into three parts depicted in figure 3.3.1, often referred to as the Three Step Model [26].


Figure 3.3.1: Three step model for photoemission. First the light is absorbed in the medium and elevates electrons from filled states to empty states. The electron needs to transit to the surface of the material in a random walk and then overcome the electron affinity to escape into the vacuum. Image taken from [27], modified.

1. The first step is the excitation of an electron from the valence band into the conduction band. This step is governed by the optical properties of the material since light can get either reflected, transmitted or absorbed. In semiconductors there is a band gap with a width of $E_{g}$ where no electrons can be situated. The photon needs to have at least this much energy to promote the electron. The absorption probability of a photon further depends on the thickness of the material. The electrons will have an energy distribution before the excitation which is described by the Fermi-Dirac statistic combined with the density of states of the material [28].
2. The excited electron needs to transit to the surface of the material. During this process the electron can undergo multiple scattering processes with the lattice of the material ${ }^{11}$ resulting in a loss of energy. In total the movement of the electron can be described as a random walk.

[^7]3. In order to escape from the surface the electron needs to have more energy than the electron affinity (denoted $E_{a}$ in figure 3.3.1) of the material.

The final distributions for the energy and direction of the photoelectrons will be discussed in section 4.2 .3 , where the initial conditions for the simulation are examined.

### 3.4 Secondary emission

The process of secondary emission follows a similar pattern as that of the photoemission from a photocathode and can again be divided into three steps. First, the primary electron deposits energy in the material freeing electrons from bound states. Secondly, these electrons need to diffuse through the material to the surface and lastly the secondary electrons will escape the surface if they have sufficient energy. The major differences to photoemission are that the incoming particle is now an electron and that it has $\sim 100$ times more energy than the photon $\sqrt{12}$ Therefore multiple electrons can be emitted.

The concept of the PMT multiplication system is based on the secondary emission, where each dynode multiplies the number of electrons according to the secondary emission yield $\delta$ of the material. A dynode usually consists of a substrate electrode material like nickel, stainless steel or copper-beryllium. A layer of secondary emission material is coated onto this substrate. The exact material used for the IceCube mDOM PMT is not known but typically materials such as alkali antimonide, beryllium oxide or magnesium oxide are used [30]. The result of a primary electron striking the dynode is shown in figure 3.4.1.


Figure 3.4.1: The four possible results from secondary emission. (i): Ordinary secondary emission where all the energy is deposited in the secondary emission layer. (ii) The primary electron produces some secondaries and is then inelastically scattered. (iii) The primary electron is elastically scattered from the surface. No secondaries are produced. (iv) The primary electron has enough energy to traverse the secondary emission layer into the substrate where no further secondaries can be produced. Image taken from [31].

There are four possible outcomes of secondary emission. In the default scenario the energy of the primary electron is completely deposited inside the secondary emission layer and some of the freed electrons will escape from the material into the vacuum. These electrons are sometimes referred to as "true" secondaries. There is also the possibility for inelastic scattering of the primary electron. When this happens fewer true secondaries will be emitted in addition with a single higher energy electron. Additionally, the primary electron can elastically scatter on the secondary emission surface and not produce any secondaries at all

[^8](on the first dynode this would result in a late pulse). If the primary electron has sufficient energy it will not deposit all its energy in the secondary emission layer of the dynode and traverse into the substrate. Here no more electrons will be freed from the material. Therefore the secondary emission yield decreases with very high electron energies.

It is important to note that the electrons won't hit the secondary emission layer perpendicular like shown in figure 3.4 .1 but at an angle to the surface normal. This allows the primary electron to deposit more energy inside the secondary emission layer as the path through this layer is elongated. The secondary yield is further increased since the electrons will also be liberated closer to the surface and therefore have a higher chance of becoming true secondaries.

## 4 COMSOL Simulation

This chapter will give a brief introduction to COMSOL Multiphysics ${ }^{\circledR}$ in section 4.1 , which will focus on the relevant topics for this thesis (see section 4.2). Some important aspects of the simulation and its limitations are described in section 4.3.

### 4.1 What is COMSOL and why would we use it?

COMSOL Multiphysics ${ }^{\circledR}$ (short COMSOL) is a proprietary software used to simulate processes in physics and engineering. It is a general purpose simulation software that uses numerical methods and covers a wide range of physics. These physical processes are governed by partial differential equations (PDEs) ${ }^{13}$ which need to be solved in order to make calculations and predictions with them. Solving these equations analytically is usually impossible or at least not easily done.

COMSOL uses the finite element method (FEM) [32] to solve the PDEs of the physics involved in the simulation. This method divides the problem into smaller parts, the finite elements. On each of these elements the PDEs are then approximated numerically and the combined solution over all elements models the entire problem.

One of big selling points of COMSOL is that it is not limited to one "type" of physics. While it is perfectly capable of modeling single physics problems, it can also combine different physics fields into one model, like the surname Multiphysics implies. One could for example model the mechanical stress in some component that arises due to joule heating or like in the case of this thesis the movement of electrons inside of an electric field.

### 4.2 PMT Simulation in COMSOL

This section will introduce the simulation of the PMT in COMSOL. A complete description of the simulation would go beyond the scope of this thesis but the most important parts will be highlighted. For further information about COMSOL refer to [33].

For any simulation in COMSOL there are five parts without one of which the simulation will not compute. The geometry of the problem needs to be defined as well as the materials of all components in the model. In the case of the PMT simulation the materials do not change the physics simulated. Therefore, all objects in the simulation are defined as vacuum. Once geometry and materials are defined it is possible to select the physics one wants to simulate. This includes both the single physics and multiphysics interfaces. The level of discretization used in the FEM is set when building a mesh. COMSOL automatically builds a mesh depending on the included physics but it is also possible to create a mesh manually. Finally, the type of study to be performed needs to be selected. There are a plethora of studies available but for the PMT simulation only a stationary study for the computation of the electric field and a time-dependent study for the trajectories of the particles are needed.

[^9]
### 4.2.1 Geometry

The first step to creating a COMSOL simulation is to define a geometry. In the case of the PMT simulation, a real IceCube mDOM PMT was sent to the ZEISS Quality Excellence Center in Cologne [34] where a CT scan of the PMT was performed. With the geometry data of this scan a CAD file was generated and imported into COMSOL. The result of this endeavour is shown in figure 4.2.1. The accuracy of the CT scan is in the order of a few $10 \mu \mathrm{~m}$ so the confidence in the correctness of this geometry is high [35]. This will be further discussed in section 4.4 ,


Figure 4.2.1: The geometry used in the simulation. The dynode system is colored red and the dynode numbers are given while other internal components are colored blue. The glass bulb is shown in white and the photocathode area is highlighted in green.

The dynode system in the geometry (highlighted in red) consists of the 10 stages mentioned in section 3.1 in combination with the anode and can be classified as circular linear focused. This results in the dynode system being more compact and the PMT smaller to fit into the mDOM. Apart from the dynode system there are some internal structures in the geometry, highlighted in blue. Some of these are not as important to the simulation as their only purpose is e.g. holding the photocathode material until it is evaporated onto the glass bulb or supplying the photocathode with power. One very important component however is the frontal plate (referred to in figure 3.1.1 as focusing electrodes). This plate is used to hold the dynode system inside the PMT in place. It has a rectangular hole in the middle underneath which the first dynode is located. The area of the photocathode is highlighted in green. Starting from this area the photoelectrons will make their way through the PMT.

Due to some physical limitations of the CT scanning process the geometry used in the simulation is missing some details. Some of these missing details can be seen by comparing figure 4.2 .2 a and figure 4.2 .2 b .

(a) View of a real PMT with the glass bulb removed. Image courtesy of the IceCube collaboration.

(b) View of the CAD model in Autodesk Inventor [36]. The dynodes are highlighted in red. The glass bulb is not shown.

Figure 4.2.2: Comparison between the internal components of a real PMT in figure 4.2 .2 a and the CAD file in figure 4.2.2b. The main difference are missing structures on the frontal plate as well as missing ceramic panels to the side of the dynode system.

The first picture is taken from a real PMT where the glass bulb has been removed, while the latter shows the CAD file from a similar angle. Two main differences can be identified.

1. The CAD file is missing some structures on the frontal plate. The intended use of some of these structures is unclear. Namely the rectangular shaped electrodes that surround the opening towards the first dynode. There is another electrode in the shape of a spider web in this opening. It is thought that this should enhance the timing characteristics of the PMT. When looking at the PMT in real life it becomes clear that all these components are at the same potential as the first dynode. Due to the thinness of these structures, they were not clearly visible in the CT scan and therefore omitted in the CAD reconstruction. Additional efforts will need to be made to include them.
2. The dynode system in the CAD file is open to the sides while that of the real PMT is closed of by two ceramic plates. These have the purpose of preventing secondary electrons from spreading outside of the multiplication system as well as holding the dynodes in place.

There is another discrepancy between the CAD file and the real PMT in the shape of the anode. As can be seen in figure 4.2.1 the anode is located in front of the tenth dynode. This is done to reduce the space charge effect from millions of electrons [29]. To still have the last dynode contribute to the multiplication process the anode has a structure like shown in figure 4.2.3.

The main anode surface has hexagonal holes in it to let electrons pass through to the last dynode and then be collected. The close proximity between the anode and last dynode will result in a large electric field gradient reducing the space charge effect ${ }^{14}$

In the CAD file the anode is made without these holes. But as the space charge effect will not be modeled in the simulation ${ }^{15}$ this only changes the simulation results in regard to the final arrival time of the electrons. Since the position of the anode is closer to the tenth dynode this effect should be small.
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Figure 4.2.3: Shape of the anode of the IceCube mDOM PMT taken from a disassembled PMT.

### 4.2.2 Physics

The physics included in the simulation consist of two interfaces. Namely the electrostatics (es) and the charged particle tracing (cpt) interface.

The use of the es interface is rather straight forward. With the electric potential boundary condition one can apply any electric potential to any boundary. With this, the boundaries of the components shown in figure 4.2 .1 are applied the corresponding voltage described in section 3.1. The supply voltage used in the simulation is 1200 V . The electric field inside the PMT is then calculated using

$$
\begin{equation*}
\mathbf{E}=-\nabla V \tag{4.2.1}
\end{equation*}
$$

with $V$ being the potential applied. When initializing the interface COMSOL automatically applies charge conservation across the whole geometry.

The movement of the electrons inside the PMT is defined in the $c p t$ interface. Here some general settings like the use of relativistic correction can be selected as well as the particle type which is set to the electron. These are initially generated at the photocathode using an inlet boundary condition. In this node the initial conditions of the photoelectrons can be applied and selected. Another boundary condition is the wall node. This stops particles when they hit the applied boundary. The wall node has a sub node called secondary emission which can be used to implement the gain of the PMT. In this sub node the initial conditions for the secondary electrons are assigned. The coupling between the es and cpt interfaces is done with an electric force domain property in the cpt interface. Here the electric field calculated with the es interface is taken as an input for the particle tracing studies. The movement of the particles is modeled by

$$
\begin{equation*}
\frac{d(m \cdot \mathbf{v})}{d t}=\mathbf{F} \quad \text { with } \quad m=\frac{m_{r}}{\sqrt{1-\frac{v^{2}}{c}}} \tag{4.2.2}
\end{equation*}
$$

Where $m_{r}$ denotes the rest mass of the particle, $v$ the velocity, $c$ the speed of light in vacuum and $F$ the forces acting on the particle. In the electric force node this force is given by

$$
\begin{equation*}
\mathbf{F}=e Z \mathbf{E} \tag{4.2.3}
\end{equation*}
$$

with $e$ the elementary charge, $Z=1$ the charge of the electron and $\mathbf{E}$ the electric field. This equation of motion is then solved to obtain the trajectories of the particles.

### 4.2.3 Initial conditions

The initial conditions of the simulation play a central role and are one of the sources of systematical bias as they directly influence the behaviour of the electrons. It has been shown in previous works that the wavelength of the incoming photon has an effect on the PMT properties [22]. Therefore, accurate initial conditions for the photoelectrons have to be defined.

## Position

The initial position of the photoelectron is mostly dependent on the study one wants to perform. In previous studies the photocathode is illuminated with different light patterns [22, 37]. This can be split into two groups and is shown in figure 4.2 .4


Figure 4.2.4: Scematic drawing of the two different illumination patterns for PMT characterization. Left shows the single point illumination and right the illumination of the full photocathode.

First, there is the illumination of the whole photocathode and secondly, there is the illumination of only a small portion of the photocathode. The first method is usually used to characterize PMTs in bulk, i.e. when the mDOM or other modules are calibrated. The latter method gives a deeper understanding about the characteristics of PMTs in general but is more time consuming and therefore not used for bulk characterizations. COMSOL allows for the initial position to be selected from both a boundary and a point. This way both of these illumination patterns can be simulated.

## Energy

The selection of the initial energy can be seperated into two parts. First, there is the energy distribution of electrons when they exit the photocathode. Then there is also the dependence of this distribution on the wavelength of the incoming photon.

The model of the initial energy for photoelectrons is described in section 3.3. The photon needs to have a minimum energy $E_{\mathrm{ph}}$ of

$$
\begin{equation*}
E_{\mathrm{ph}} \geq E_{g}+E_{a}=\Phi \tag{4.2.4}
\end{equation*}
$$

where $E_{g}$ denotes the energy of the band gap and $E_{a}$ the electron affinity of the material to liberate an electron from the material. These two values are combined into the work function $\Phi$ of the material. For a realistic modeling, the work function would need to be corrected due to impurities, surface roughness or external electric fields. If the photon energy is greater than the work function, an electron can be emitted from the material with the energy

$$
\begin{equation*}
E_{e}=E_{\mathrm{ph}}-\Phi \geq 0 \tag{4.2.5}
\end{equation*}
$$

Therefore, the wavelength range a photocathode is sensitive to depends on the work function of the material.

As stated in section 3.3, the photon will lose energy on its way towards the surface. Equation (4.2.5), therefore, only provides the upper limit for the electron energy. Actual measurements of the energy distribution of photoelectrons are scarce as most of the time only the spectral response ${ }^{16}$ of photocathodes is of interest. In the case of the IceCube mDOM PMT, a bialkali photocathode is used for which specific measurements are even harder to find. For the photon energies of interest (between $300 \mathrm{~nm}{ }^{17}$ and $650 \mathrm{~nm}{ }^{18}$ [30]) the energy distribution follows a Gaussian like behaviour with a single peak. The position of the peak rises monotonically with the photon energy [38]. Additionally the width of the distribution increases linearly with the photon energy [39]. The data of the energy distribution of a $\mathrm{K}_{2} \mathrm{CsSb}$ photocathode is extracted from [38] and presented in figure 4.2.5


Figure 4.2.5: The energy distributions used for the PMT simulation from a $\mathrm{K}_{2} \mathrm{CsSb}$ photocathode. The data taken from [38] is fitted using equation 4.2.6. No uncertainties are assumed as the goal is just to get the general shape of the distributions and not to replicate them.

The measured curves follow the above described shape. It is important to note that the intensity goes to 0 for photoelectron energies approaching 0 eV . This is likely due to the opposing field method used in this measurement which is known to be inaccurate for low electron energies [40].

To implement these curves into COMSOL a fit of an asymmetric generalized normal distribution of the form

$$
\begin{align*}
F(x, \mu, \sigma, \mathrm{~A}, \gamma) & =\frac{\mathrm{A}}{\sqrt{2 \pi}} \begin{cases}\frac{1}{\sigma} \exp \left\{-\frac{(x-\mu)^{2}}{2 \sigma^{2}}\right\} & \text {,if } \gamma=0 \\
\frac{1}{\sigma-\gamma(x-\mu)} \exp \left\{-\frac{1}{2 \gamma^{2}} \ln \left[1-\gamma \frac{x-\mu}{\sigma^{2}}\right]^{2}\right\} & \text {,if } \gamma \neq 0 \\
\mu(\lambda) & =a \cdot \lambda+b \\
\sigma(\lambda) & =c \cdot \lambda+d\end{cases} & \tag{4.2.6}
\end{align*}
$$

[^11]Table 4.2.1: Obtained fit values for the distribution of the initial photoelectron energy.

| Parameter | Value |
| :--- | ---: |
| $a[\mathrm{eV} \mathrm{nm}$ | -1 |
| $b[\mathrm{eV}]$ | $(0.29 \pm 0.01)$ |
| $c[\mathrm{eV} \mathrm{nm}$ | $-1]$ |
| $d[\mathrm{eV}]$ | $(0.14 \pm 0.01)$ |
| $\gamma$ | $(-0.41 \pm 0.01)$ |
|  | $(0.27 \pm 0.01)$ |

to the measured data is performed using the python package lmfit [41]. Here $\mu$ is the mean, $\sigma$ the width and $\gamma$ the shape of the distribution. $a, b, c$ and $d$ are the parameters for the linear dependence between wavelength $\lambda$ and $\mu$ or $\sigma$ respectively. A is a nuisance parameter to scale the functions. The resulting parameters of the fit are listed in table 4.2.1 and the fit itself can be seen in figure 4.2.5.

The obtained function is then imported into COMSOL using the method described in [42]. It again needs to be highlighted that the true material of the IceCube mDOM PMT is not known. Therefore it is not necessary for the fit to represent every detail of the measured data, but only to accurately follow the shape described in the literature.

## Direction

The initial direction of photoelectrons is described by a Lambertian distribution [31]. This states that the intensity of radiation emitted from a surface is proportional to

$$
\begin{equation*}
I \propto I_{0} \cdot \cos \theta \tag{4.2.7}
\end{equation*}
$$

where $I_{0}$ is the maximum intensity and $\theta$ is the angle to the surface normal. It is also known as Lambert's cosine law or the cosine emission law and directly supported in COMSOL.

## Secondary particles

The initial conditions of secondary particles are not implemented in the simulation properly. Their starting position will be the hit position of the incoming electron but their initial energy is set to 0 eV . This way the secondary electrons will only move according to the electric field and an initial direction is not needed. Additionally, every primary electron will produce exactly one secondary electron.

The proper implementation of the initial conditions for the secondary particles is not trivially done in COMSOL. As described in section 3.4, there are three different types of secondary particles. The true secondaries, the inelastically scattered electrons and the eleastically scattered electrons. The distribution of the initial energy would need to account for all three of them. Additionally, the number of secondary particles depends on the energy and angle of incident of the primary electron. One also needs to consider energy conservation. The combined energy of all secondaries should not exceed the energy of the primary electron. All these contributions lead to a complicated way of sampling the initial conditions of the secondary electrons.

### 4.2.4 Studies

The PMT simulation is performed in two separate steps. First, the electric field is calculated using a stationary study. The solution of this is then passed to the time dependent study for
the computation of the electron trajectories. The details of these studies will not be discussed as they are also only slightly modified from the initial settings done by COMSOL.

Generally, there are two types of solving algorithms. Both of them aim to solve the linear matrix equation $A x=b$ through different means. In FEM problems $A$ is referred to as the stiffness matrix and $b$ the force vector while $x$ is the set of unknowns one wants to obtain. The equation can be solved either directly or iteratively. The stationary study uses a direct solving algorithm called MUMPS [43] where the solution is obtained by factoring and then inverting the matrix $A$.

The second type of solvers are the iterative solvers, where an initial guess $x_{0}$ to the solution of the linear matrix equation is computed. Then $r_{0}=b-A x_{0}$ is calculated and minimized in multiple steps according to the scheme of the specific solver. The iterative solver GMRES [44] is used in the time dependent study for the electron trajectories.

The trajectories of the electrons are described by equation 4.2.2. COMSOL solves this equation also iteratively. To do this, the position and velocity of the particles as well as the forces acting on them are used to calculate the movement of the particles in a discrete time step. This time step is determined using the Generalized-alpha method [45]. After a series of time steps ${ }^{19}$ the full trajectories of the particles are calculated. The size of the time steps used in this method is selected by the algorithm based on an estimation of the errors in relation to the tolerances set by the user or COMSOL [46]. It is also possible to manually set the time steps although it is not recommended [47].

### 4.3 Limitations of COMSOL

During the setup of the simulation, several difficulties were encountered, some of which are not trivially solvable. This section aims to provide an overview of the features that are still missing in the simulation due to either hardware or software limitations.

### 4.3.1 Limitations by hardware

The limitations by hardware focus mostly on the system resources available when trying to run a simulation or extract data from it. The most important system resource for COMSOL is the available memory, or RAM. This memory has the fastest connection to the central processing unit (CPU). Should its resources be exhausted, additional space will be used in what is called virtual RAM. This is essentially disk storage which is considerably slower than RAM. Therefore, solving a model that uses more memory than RAM installed will run significantly slower [48].

The exact amount of memory needed per particle always depends on the simulation, since other parameters such as the mesh will also have an influence. If a finer mesh is used in the simulation more memory will be needed for the calculations. There is always a ground level of memory usage when running a time dependent study. This dominates the memory requirement for lower numbers of particles as can be seen in figure 4.3.1.

Here the required memory is plotted against the total amount of particles in the PMT simulation for the time dependent study. A linear fit is performed and the slope is determined to be $(4.78 \pm 0.07) \mathrm{kB} /$ particle with a y-intercept of $(10.62 \pm 0.11) \mathrm{GB}{ }^{20}$
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Figure 4.3.1: Required memory for the time dependent study in the PMT simulation against the total number of particles in the simulation. A linear fit is performed to the data. Note that the x -axis is in logarithmic scale.

With this fit it is possible to estimate the memory requirements for the full PMT simulation ${ }^{211}$ The nominal gain of the IceCube mDOM PMT is $5 \cdot 10^{6}$. This is the amount or particles that arrive at the anode. To calculate the total number of particles in the simulation the previous amplification stages need to be added to that number as well.

The total number of particles can be estimated to about $6.3 \times 10^{6}$ by assuming a multiplication of $\sqrt[10]{5 \cdot 10^{6}}=4.68$ electrons for each dynode. As mentioned in section 4.2.1, the last dynode does not contribute to the multiplication process in the simulation. Removing the last multiplication step lowers the total number of particles to about $1.4 \times 10^{6}$. This would result in a RAM requirement of about 17 GB for a single photoelectron pulse to solve the study.

After the simulation is completed the data will be stored on the disk. These files can be rather large (up to several 100 GB ) as they store the full trajectory of every particle along with other information. As mentioned in section 4.2.4, there are several time steps required to reconstruct the trajectory. When extracting data from a simulation, this needs to be kept in mind so as to not overwhelm the system resources. Usually, only the last time step is exported to data. This contains information about the final status of all particles in the simulations such as their energy, position or arrival time. This data will be used for the analysis of the PMT properties. It is also possible to export the whole trajectory of particles, which is only done for small numbers of particles (up to 1000 in total).

The runtime of the simulation also increases with the number of particles in the simulation. Other parameters such as the mesh size or a constraint on the time steps in the solver also impact this. The exact amount of time necessary to compute a study always depend on the machine the study is run on and universal numbers can not be given. Generally, the runtime is said to scale linearly with the number of particles as long as sufficient RAM is available.

### 4.3.2 Limitations by software

The limitations by software focus more on the involved physics or used study. The first thing to mention is that this simulation only performs electron propagation. This is due to the absence of a suitable interface in COMSOL that combines the propagation of photons and electrons as well as an interface that converts photons to electrons using the method described

[^13]in section 3.3. This means that the simulation starts at the end of the photoemission process with electrons which have the initial conditions described in section 4.2.3.

Another limitation is connected to the evaluation of simulation results. As described in section 4.3.1, only the last time step is exported and used for the analysis. This time step contains information about the final status of the particle like the final position, energy, arrival time, time of flight and trajectory length. It is however not possible to export the initial conditions for all particles easily. For primary particles this can be done, since the time of their creation is exactly known. The information about the initial position is missing for secondary particles. One possible work around to obtain this information would be to export all time steps and then select the first occurring value for the secondary particles as their initial position. This leads, however, back to the limitations by the hardware. Another work around is to segment the photocathode into smaller parts and run multiple simulations in parallel. This way, some information about the position can be preserved.

The multiplication in the simulation is limited as there are too many dependencies between the properties of the primary electron (energy and incident angle) and the number and properties of the secondary electrons. To model each of these on their own would be a possibility but the combination of them would pose further challenges 22

Finally, COMSOL does not provide uncertainties to any of the values. Uncertainties in COMSOL arise from the different parts of the simulation. The discretization of the geometry into the mesh introduces errors as well as the discretization of the time. Additionally, the solver for the respective study has inhering numerical uncertainties that are not disclosed. No quantification for the uncertainty will be done in this work. Therefore, uncertainties in the following chapters are rarely present and when given arise from fits of distributions to data or calculations of mean values or standard deviations 23

### 4.4 Old vs. new geometry

During the time of writing this thesis, two geometries of the PMT are used. The first geometry was created for studies on the influence of external electric fields on the internal electric field of the PMT in [49]. The second geometry is described in section 4.2.1] and was obtained by CT scanning a PMT.

A previous study was performed using the first geometry with the exception that only the area of photocathode and first dynode were imported into COMSOL 50$]{ }^{24}$ In the beginning of this thesis the previously set up simulation was rebuild with the implementation of the full geometry. After initial trials it became clear that the geometry was not suitable for the simulation of the whole PMT as electrons would not propagate further than the third dynode.

This effect is demonstrated in figure 4.4.1a and figure 4.4.1b where the dynode system of the old CAD file is used. The other components of the PMT were built manually. Additionally, the electrons at the photocathode start with an energy of 1 eV normal to the surface and the multiplication factor on each dynode is set to 1 . The simulation is shown in 2 D in order to enhance the visibility of the effect.

[^14]

Figure 4.4.1: Simulation of the electron trajectories in the old dynode system in figure 4.4.1a The dynode system is taken from the CAD file while the rest is build manually to show the effects described in the text. The colorbar indicates the particle energy. Figure 4.4.1b shows an enlarged view of the dynode system.

The reason for not propagating further is that these particles are deleted by COMSOL in the simulation. This happens when a particle remains at some position for a number of time steps and is done to decrease the computation time and memory usage. The initial guess for the occurrence of this effect is that the simulation resolution of the electric field is too low and the field from second to third dynode pushes the electrons towards the surface of the third dynode more than the field from third to fourth attracts the electrons. This low accuracy was compensated by using a much finer mesh but yielded the same result. Additionally, the initial energy of the secondary particles is increased with no effect.

When comparing the CAD file of the first geometry with parts from a disassembled PMT the shape of the dynode does not match since in the file they are modeled as simple half circles but in reality extend further in the direction of the previous dynode. Additionally, it is found that the successfully propagation of electrons in COMSOL is sensitive to a precise alignment of the electrodes. This is seen by moving the position of the dynodes in the order of 1 mm with vastly differing results. By manually changing the position of the second, third, fourth and fifth dynode it is possible to obtain propagation of electrons from the third to the fourth dynode.

All this lead to the conclusion that the shape and position of the dynodes in the multiplication system are not accurate enough to calculate the electron trajectory properly. To obtain a better geometry, a PMT was sent for CT scanning with the resulting geometry shown in section 4.2.1. A direct comparison of the dynode system of both geometries is shown in figure 4.4.2.

It is evident that the shape of the dynodes differs significantly between the geometries. The first dynode of the current geometry extends further into the multiplication system than in the old geometry where it is shallower. Dynodes two through nine also extend into the direction of the previous dynodes. These changes result in the propagation of the electrons through the whole PMT as will be seen in the following chapters.

When comparing the two geometries in figure 4.4 .2 it becomes clear that the old geometry is more detailed when it comes to the structures on the frontal plate. The electrodes are visible


Figure 4.4.2: The two geometries used for the PMT simulation. Figure 4.4.2a shows the previously used geometry created by [49] while the current geometry is visible in figure 4.4.2b. It was obtained by CT scanning a real PMT. The dynode system is highlighted red and some details are removed to better compare the dynode system. The glass bulb is not shown.
and the spiderweb in front of the first dynode is also present. In the previous COMSOL study the influence of the frontal plate and the spiderweb on the performance of the PMT was investigated [50]. It was shown that the influence of the spiderweb in front of the first dynode in the old geometry was very little when looking at the collection efficiency of the first dynode ( $0.01 \%$ change), the transit time to the first dynode ( 0.15 ns change) and the transit time spread ( 0.04 ns change). Additionally, the thickness of the spiderweb in the old geometry is 0.2 mm while in reality the wires are much thinner, in the order of $10 \mu \mathrm{~m}$. The impact of the other structures on the frontal plate were not estimated but are not expected to be relevant.

## 5 Quality Control

This chapter addresses the quality control performed to investigate the validity of the results of the simulation. First, the parameters that are controlled will be explained in section 5.1 and the procedure to investigate them in section 5.2, followed by the impact of different meshes and solver settings in section 5.3 and section 5.4 respectively. Lastly, section 5.5 elaborates on the reliability of the final simulation configuration with these control parameters.

### 5.1 Control parameters

The objective of the quality control is to assess the simulations ability to accurately replicate the trajectories of the electrons inside the PMT. Several parameters can be studies to control the accuracy of the simulation. In this thesis, however, the focus is mainly on the energy and secondly the position of the particles.

The first parameter to be observed is the energy of the particle along its trajectory. When an electron travels inside of a static electric field, its energy can be exactly determined by adding the initial energy of the particle to the potential at the current position. Thus it is possible to study how well the energy is conserved in the simulation and give an estimation of the impact on timing as well as gain. Energy conservation is a beneficial trait as it allows for the determination and comparison against the true value. It is important to keep in mind that the electric field inside the PMT is not known for every point. The electric potential is extracted from COMSOL. A comparison therefore only shows how well COMSOL conserves the energy of the particle with respect to its own electric field calculation.

Additionally, one can consider the final position of the particles. As discussed in section 4.4, slight modifications to the geometry of the PMT can determine whether the propagation of secondary electrons towards the next dynode is successful. The position of the particles should be impacted by the solver as little as possible. This value is not easily quantified as the true value of the particles final position is not known. The investigation of the simulation accuracy will, therefore, focus on the energy conservation.

As PMT properties such as the timing and collection efficiency are subject of this thesis, the impact of the simulation accuracy on them will also be investigated through the two parameters above.

### 5.2 Procedure

In order to show the change of the above mentioned parameters depending on the used mesh or simulation settings, the simulation is first simplified by changing the initial conditions for the photoelectrons. These were released from a central point on the photocathode with an energy of 1 eV in a direction normal to the surface. The initial conditions for the secondary electrons remained unchanged. An example of the simulation with such initial conditions is presented in figure 5.2.1.

These changes to the initial condition result in the released particles following strictly the electric field lines in the PMT, meaning that the results between different simulation settings


Figure 5.2.1: Simulation result for the simplified initial conditions used for the quality control. The colorbar indicates the particle energy along the trajectroy in eV. The width of the partile trajectory is increased to improve the visibility.
are comparable. This also means that simulating more than one particle does not yield additional information as all these particles move on the exact same trajectory ${ }^{25}$

After the simulation is finished, the particle data is extracted. This can be done in COMSOL, however, is limited in the amount of information accessible as described in section4.3 It is also possible to extract the particle data via the python package MPh [51]. This method allows for extraction of the full particle information but it is limited to small numbers of particles due to memory constraints. As the number of particles simulated in this section is small, however, this constraint is negligibly.

With the full particle trajectory information available, the position and energy of every particle for each time step taken by the solver can be accessed. To calculate the energy conservation, the particles position is imported into COMSOL and the electric field at these positions is calculated and then exported. By comparing the electric potential with the observed energy of the particles at a given position, the energy conservation is investigated. A possible result of this is shown in figure 5.2.2. Here, the data of an electron traveling from the photocathode to the first dynode is used. The x -axis corresponds to the absolute time in the simulation.

The expected energy $E_{f}$ (denotes as Field) describes the energy that the particle should have according to the electric potential at its position and initial energy, while $E_{p}$ (denoted as Particle) is the energy that the particle has according to the simulation. Both of these energies follow the same shape and the absolute difference $E_{p}-E_{f}$ is used to quantify the energy conservation. The latter is shown on the second graph of figure 5.2 .2 and it is small when compared with the final energy of the particle of almost $300 \mathrm{eV}{ }^{26}$

One noteworthy feature of figure 5.2.2 is the slight bump in the energy at the end of the propagation close to the dynode. This is present in most dynodes and caused by the attracting electric field of the other dynodes ${ }^{[27}$ This accelerates the particles over the potential of the targeted dynode. Consequently, the particle is decelerated for the last part of its trajectory.

[^15]

Figure 5.2.2: The expected energy of the particle due to the field and the actual energy of the particle against the time of flight in the PMT. The second line below shows the difference between the two energies. Data taken from the trajectory between the photocathode and first dynode.

This is also believed to be the cause for the non straight trajectory of the particle between the photocathode and first dynode (see figure 5.2.1) where the particle moves slightly in positive y -direction.

With the energy of the particle further statements can be made about the accuracy of the simulation. First, there is the potential impact on the gain and secondly, the impact on the arrival time of the particles.

As shown in section 3.2.1, the gain of the PMT depends on the supply voltage. This is due to the dependence of the secondary yield $\delta$ on the energy of the particles. This relation is usually described by a power law

$$
\begin{equation*}
\delta=\alpha \cdot E^{\beta} \tag{5.2.1}
\end{equation*}
$$

where $\alpha$ is a material dependent parameter and $\beta$ ranges between 0.65 and 0.75 [29]. $E$ is the energy of the particle from the energy conservation of which the impact on the gain can be calculated using

$$
\begin{equation*}
G=\frac{E_{p}-E_{f}}{E_{f}} \tag{5.2.2}
\end{equation*}
$$

Here a value of $\beta=1$ is assumed so that $\delta$ is equal to the energy ${ }^{28}$ to simplify the equation and give a more conservative value. A $G \leq 1$ would result in a smaller gain and $G \geq 1$ in a higher gain than expected. With this metric only the final status of the particle is important as this is when the multiplication would occur. In the exemplary case shown above a value of $G=1.0016$ is obtained meaning the gain would be slightly above the expected value due to the particle having more energy than it should have.

Similarly, the arrival time of the particle can be probed. Through the kinetic energy of the particle the velocity is calculated. When comparing the trajectory length with the velocity,

[^16]the time of flight of the particle can be calculated with
\[

$$
\begin{equation*}
t(E)=\sqrt{\frac{\Delta s^{2} m_{e}}{2 E_{\text {kin }}}} . \tag{5.2.3}
\end{equation*}
$$

\]

Here, $\Delta s$ is the distance traveled by the electron, $m_{e}$ its mass, and $E_{\text {kin }}$ the kinetic energy. Lastly, the difference in the time of flight due to the difference in energy from the energy conservation is calculated with

$$
\begin{equation*}
\Delta t \equiv t\left(E_{p}\right)-t\left(2 E_{p}-E_{f}\right) . \tag{5.2.4}
\end{equation*}
$$

This is done for every time step in the simulation. With the data of figure 5.2 .2 this would correspond to the graph presented in figure 5.2.3.


Figure 5.2.3: Difference in time of flight of the electron resulting from the energy conservation calculated using equation (5.2.4).

The time difference is largest at the beginning of the trajectory as the absolute difference between $E_{p}$ and $E_{f}$ is large compared to the absolute energy, while at the end of the trajectory the absolute difference (less than 1 eV ) is small compared to the particles energy (up to 300 eV ). The impact of the simulation settings on the time is seen by calculating the sum of the timing difference over all time steps. For the given example this results in a $-6.8 \times$ $10^{-2} \mathrm{~ns}$ shorter time of flight at the first dynode. It needs to be kept in mind that the rest of the multiplication system also contributes to the timing accuracy as will be shown in the following sections.

### 5.3 Impact of different mesh size

When running simulations with COMSOL the geometry is discretized by the mesh. This can be done automatically by COMSOL according to the physics involved in the simulation. There are predefined element sizes that range from Extremely Coarse to Extremely Fine. For the PMT simulation the mesh can only be built by COMSOL with element sizes Finer, Extra Fine and Extremely Fine as some structures of the PMT are too small for any coarser mesh. Additionally, a user defined mesh is created which uses different sizes for the various components of the PMT. The dynode system is set to the Extremely Fine setting while the glass bulb is set to Extra Fine. This has the advantage of higher precision for the important parts of the electron propagation while keeping the memory footprint and computation time for the studies considerably lower than for the Extremely Fine mesh. The corresponding mean element size as well as the time necessary to run the two studies with the respective

Table 5.3.1: Mean element sizes and computational time of the stationary and time dependent study for the different meshes sorted with ascending runtime.

| Mesh | Element size (mm) | stationary (s) | time dependent (min) |
| :--- | ---: | ---: | ---: |
| Finer | 1.18 | 15 | 4 |
| Extra Fine | 0.55 | 110 | 17 |
| Custom | 0.28 | 120 | 22 |
| Extremely Fine | 0.19 | 1320 | 110 |

meshes is listed in table 5.3.1. The runtime should not be used for any other comparison, though, as it is highly dependent on the machine used ${ }^{29}$

The impact of these meshes on the simulation results will be investigated in the following sections with the exception of the final particle position as the results are not comparable due to the different element sizes of the meshes. The final particle position is consistent within a few 0.1 mm across the meshes, though.

### 5.3.1 Electric field

The first comparison of these meshes is done with the resulting electric field. To do this, point clouds are generated and the electric field at each of the points is exported from COMSOL. The points between the meshes is identical and the exported potential is then compared. Since there is no true value known, the meshes are compared against the Extremely Fine mesh as this theoretically has the highest accuracy. Deviations from a real PMT can not be excluded though. The result of this comparison is shown in figure 5.3.1.


Figure 5.3.1: Comparison of the meshes in the simulation. The Extremely Fine mesh is used as a reference to calculate the differences to the other meshes. Plotted is a histogram of the relative deviations in the returned electric potential from COMSOL for four different regions inside the PMT. The rows of the plot correspond to the same region while the columns represent the same mesh.

[^17]Four different regions of interest (corresponding to the rows in the figure) are studied. The histograms show the relative deviations of the mesh (corresponding to the columns in the figure) to the reference mesh. The first region (denoted "Total") contains the whole PMT but has a lower point density than the rest. The second region includes the first dynode as well as the area above it (denote "D1"). The last two regions are divided to the remaining dynodes with one holding dynodes two to five (denoted D2-5) and the other consisting of dynodes six to the anode (denoted D6-A). The Extremely Fine mesh is not shown as it serves as the reference value for the comparison.

The Finer mesh has the largest deviations from the reference mesh in all regions. The Extra Fine mesh adheres closer to the reference in general and improves compared to the Finer mesh, especially in the regions of the dynodes. The user created mesh, denoted as Custom in figure 5.3.1, shows the smallest deviations from the reference mesh when the whole PMT geometry is evaluated and further improves over the Extra Fine mesh for the regions of the dynodes. These regions are the main interest, as the "Total" selection contains points where the electrons will not be propagating through. The main advantage of the Custom mesh is that it requires much less memory as well as solving time as the Extremely Fine mesh while only deviating slightly from it in the regions of interest.

### 5.3.2 Energy conservation

First, the energy conservation of the above mentioned meshes is compared. This is done with the procedure explained in section 5.2 for all four meshes. The result is depicted in figure 5.3.2 where the colorbar indicates the change in gain. A blue color indicates a smaller than expected gain while a red color indicates a higher than expected gain. A white color indicates no change in gain. The labels on the x -axis correspond to the dynodes in the multiplication system.


Figure 5.3.2: Comparison of the energy conservation for the four different meshes. The colorbar indicates the relative Gain calculated from the energy conservation.

It is observed that for all meshes the relative gain fluctuates to both positive and negative values. The extreme values are located with the Finer mesh in the fourth (highest value) and sixth (lowest value) dynode. It is also important to note that the range of the lower relative gain values is larger than for positive relative gain. To compare the total expected change in gain of the meshes the product of the relative gain over all dynodes is taken. This results in the over all change in gain listed in table 5.3.2.

From these values the results of the Finer and Extra Fine mesh are comparable while the Custom mesh is similar to the Extremely Fine mesh. The behaviour of the Extra Fine mesh is surprising since it showed better accuracy in the comparison of the electric fields in section 5.3.1. The similar result for the Custom and Extremely Fine mesh is beneficial when also considering the difference in runtime between the meshes.

Table 5.3.2: Obtained values for the relative gain across the full multiplication system for the four different meshes.

| Mesh | Total change in Gain |
| :--- | ---: |
| Finer | 0.95 |
| Extra Fine | 0.95 |
| Extremely Fine | 0.99 |
| Custom | 0.98 |

### 5.3.3 Time accuracy

The time accuracy of the simulation can be probed using the energy conservation, as explained in section 5.2. This is done for the four meshes presented above resulting in figure5.3.3. Here the colorbar indicates the absolute time difference of the time of flight of the particles due to energy conservation. A blue color corresponds to a lower time while a red color indicates higher time. White corresponds to no change in the timing parameters. The labels on the x -axis correspond to the dynodes in the multiplication system.


Figure 5.3.3: Comparison of the timing accuracy of the four meshes. The colorbar shows the timing difference calculated from the energy conservation. Note that the scale is different for positive and negative direction.

It is apparent that the timing accuracy of the first dynode shows significantly larger differences then the rest of the multiplication system. A clear reason for this behaviour is not known. One potential bias of this value is the amount of time steps used to calculate the trajectory, as more time steps naturally lead to a higher value. The number of time steps of the first four dynodes, however, are around 3000 depending on the mesh. At the latter stages this decreases to about 1000 time steps. Also to consider is the propagation distance done with each time step. As the distance from the photocathode to the first dynode is about three times larger than that from the first to the second dynode, this means that the trajectory length per time step is also larger, possibly inducing these higher deviations. Further investigation into this topic is necessary though.

Surprisingly, the Extremely Fine mesh has the highest deviation for the first dynode of about -0.1 ns . The rest of the multiplication system has much smaller values, being between one and three orders of magnitude smaller than the value at the first dynode. Note that the scale of the colorbar in figure 5.3 .3 is not symmetric. To get an impression of the total timing accuracy of the meshes the sum over all timing differences is calculated. This way, fluctuations in both directions can cancel each other out. The values can be read in table 5.3.3

The Finer and Extra Fine mesh are comparable within the order of ps. The Extremely Fine mesh is better than both of them, introducing a total timing difference of -0.1 ns . Surprisingly, the user created Custom mesh surpasses the Extremely Fine mesh, yielding only a

Table 5.3.3: Obtained values for the timing difference across the full multiplication system for the four different meshes.

| Mesh | Total timing difference |
| :--- | ---: |
| Finer | -0.114 ns |
| Extra Finer | -0.112 ns |
| Extremely Finer | -0.100 ns |
| Custom | -0.075 ns |

-0.075 ns total timing difference across the full multiplication system. A reason for this behaviour is not known but it indicates that the validity of the simulation as well as the system resource requirements can be improved by further improving the mesh.

### 5.4 Influence of solver settings

There are several parameters in the algorithms used for the simulation and sampling all of these parameters goes beyond the scope of this thesis regarding the time to explore and detail to explain all parameters sufficiently. One parameter that stands out and will be addressed here is the time stepping.

As mentioned in section 4.2.4 the generalized-alpha time stepping scheme is used. This algorithm itself has a lot of parameters to investigate of which a constraint on the maximum time step is probed. This is the largest time step the solver can take during the computation of the time dependent study. In principle, the accuracy of the solver should improve with shorter time steps. In order to asses the impact of this effect the Finer mesh is used, which showed the worst performance out of the tested meshes. The distribution of the solver step sizes is shown in figure 5.4.1 to obtain a sense of their magnitude. In this example the maximum step size constraint is set to 1 ns .


Figure 5.4.1: Distribution of the step size taken by the solver for the time dependent study. The constraint for the maximum step size is 1 ns .

It becomes clear that the majority of the step sizes are well below this constraint ranging from two to four orders of magnitude. The few steps with step sizes close to 1 ns occur at the end of the solving process ${ }^{30}$ when all the particles have hit a boundary and are frozen ${ }^{31}$ Therefore, no more propagation is done and the solver increases the step size to save system resources. This needs to be kept in mind when adjusting the simulation setting.

[^18]
### 5.4.1 Energy conservation and timing accuracy

First, the energy conservation and its impact on the gain and timing accuracy for the simulation is considered. The results of this depicted are shown in figure 5.4.2a and figure 5.4.2b for the relative change in the gain and the timing difference respectively. Note that the value for the maximum time step of 0.0005 ns saturates the colorbar for the first dynode (denoted D1).


Figure 5.4.2: Relative gain and timing accuracy of the solver for different values of the maximum time step size. Figure 5.4.2a shows the change of the relative gain while figure 5.4 .2 b shows the difference in timing calculated from the energy conservation.

The accuracy of the solver does not change when reducing the maximum time step size of the solver until a value of 0.005 ns . This is expected from the distribution of time steps shown in figure 5.4.1. One important note is the result for 1 ns maximum time steps in the ninth dynode and the anode. Here the values change slightly. The reason for this behaviour is not known, especially as the solver does not change when using other time step constraints.

When the maximum time step is lowered to 0.001 ns the highest solver accuracy is obtained. Lowering the value further surprisingly decreases the accuracy dramatically. The reason for this behaviour is unknown and counter-intuitive as one would expect the accuracy to increase when more steps are taken. Since this behaviour is present in both the relative gain the the timing difference it seems to originate from the simulation and not from the way these metrics are calculated. It could be a feature of the solving algorithm, where the error estimation that is done to obtain the next time step is not working properly for these extremely small time steps.

The result from all dynodes can again be combined into a total result for the simulation. The values for the relative gain are multiplied to obtain the total change of the gain due to the energy conservation. The total timing difference is calculated by surmising all dynodes and the anode. The final results are listed in table 5.4.1. Note that not all investigated time constraints are shown as some are identical.

The result for the largest two time steps are similar with the gain being lower by about $5 \%$ and the timing -0.12 ns . Lowering the constraint for the maximum time step size by three orders of magnitude improves the accuracy of the solver significantly. The solver impact on the gain in this case is below $1 \%$ and the timing difference smaller than -0.1 ns . Lowering the time step size further to 0.0005 ns yields much worse values. This behaviour is again unexplained. Further lowering the maximum step size constraint is not possible as this exceeds the capabilities of the python package to export the data. Table 5.4.1 additionally contains the time needed to perform the simulation. This increases with a decreasing value for the maximum time step size as expected. It is important to note that this simulation is done

Table 5.4.1: Accuracy of the solver for different values of the maximum time step size. The values are obtained by combining the results from figure 5.4.2a multiplicative for the change in gain and figure 5.4 .2 b additive for the total timing difference. Additionally, the solving time of the time dependent study is listed.

| Max. time step (ns) | Change in Gain | Total timing difference (ns) | Runtime (min) |
| ---: | ---: | ---: | ---: |
| 5 | 0.953 | -0.11 | 6 |
| 1 | 0.946 | -0.12 | 6 |
| 0.005 | 0.993 | -0.06 | 9 |
| 0.001 | 1.003 | -0.06 | 17 |
| 0.0005 | 0.892 | -1.07 | 37 |

for very few particles only and the time does not necessarily scale linear with the number of particles. This value also heavily depends on the hardware used for the computation ${ }^{32}$

### 5.4.2 Position

Since this analysis only uses one mesh the position of the particles can also be investigated and compared between the different maximum time steps. The final position of the particles is displayed in figure 5.4 .3 for the first four dynode, the ninth dynode and the anode. Note that the y -axis of the plot shows the y - or z -position of the respective dynodes depending on where the deviations are larger. This is due to the correlation between these two directions arising from the PMT symmetry in the $\mathrm{y}-\mathrm{z}$-plane and the orientation of the dynode. The x -axis always shows the x -position.

The final position of the particle on the first three dynodes changes by a few 0.01 mm in either direction across all maximum time step constraints. This change also only occurs for step sizes smaller than 0.005 ns as larger values essentially result in the exact same simulation. The change in position increases to a few 0.1 mm in the rest of the multiplication system with the y-position on the ninth dynode changing above 1 mm . A slight deviation of the final position for 1 ns step sizes can also be seen for the last two dynodes. This is unexpected as the simulation should remain the same for this region of maximum time steps. This change also explains the deviation observed in the previous chapter.

As there is no true value known for the position of the particles and no clear pattern can be observed, no interpretation about whether one time step constraint is favourable above the others is done.

[^19]

Figure 5.4.3: Final position of the particles for different maximum time steps. The upper left plot shows the first dynode, the upper right the second dynode, the center left the third dynode, the center right the fourth dynode, the lower left the ninth dynode and the lower right the anode. Note that the y-axis is different between the plots.

### 5.5 Combined simulation accuracy

In this section the accuracy of the simulation is presented and compared to some properties of a real mDOM PMT. For this, the testing methodology described above is repeated with the initial conditions described in section 4.2 .3 applied to the photoelectrons. The initial position is chosen to be distributed equally across the photocathode area. The user created Custom mesh is employed as it showed good results in relation to the system resources needed. The maximum time step is set to 1 ns . In principle the accuracy could be increased by selecting a smaller value, however, the investigation of this parameter is not conclusive as the accuracy of the lowest value is the worst over all. Therefore, it will remain unchanged but further investigations into this could improve the simulation accurary.

### 5.5.1 Impact on gain

To see the impact of the simulation on the theoretical gain of the PMT the procedure described in section 5.2 is used. The energy conservation along the trajectory is calculated and the distribution of the change of the gain shown in figure 5.5.1. The blue dots represent the result for individual particles and the orange triangles the mean value of all particles for the specific dynodes. The total value is calculated by multiplying over all mean values.

The fluctuations in the gain are below $1 \%$ for all dynodes except the second. This could be due to the high field gradient the particles experience, when propagating from the first to the second dynode due to the close proximity of their trajectory to the third dynode. Similarly, the spread of the fourth dynode is larger than the following dynodes.


Figure 5.5.1: Theoretical change in PMT gain calculated from the energy conservation of the simulation. The blue dots represent the different particles while the orange triangles show the mean value for the respective dynodes. The last value shows the product over all mean values giving the mean total change in gain.

The total change in gain for the simulation is calculated to be 1.002 and very close to unity. It needs to be kept in mind that the assumption of the exponent in equation (5.2.1) being $\beta=1$ is conservative so the actual effect should be smaller than the calculated value.

When the gain of a PMT is calibrated in actual measurements, the charge spectrum is fitted by the sum of several Gaussian distributions [52]. The mean value of the Gaussian corresponding to the spectrum of one photoelectron is then the gain of the PMT. The variance between pulses is expressed by the variance of the fitted charge distribution. A typical value for the charge-resolution is in the region of about $40 \%$ [22]. Comparing this with the simulation impact on the gain it is safe to assume that the theoretical gain fluctuation imposed by the energy conservation of the simulation would not alter the result of the gain of the PMT should it be simulated.

### 5.5.2 Timing accuracy

The timing accuracy of the simulation is also calculated from the energy conservation. The calculated values are illustrated in figure 5.5 .2 with the blue dots representing the individual particles and the orange triangles the mean value over all particles for the particular dynode. The total value is calculated by adding all mean values together.

The largest time difference is introduced by the first dynode, being at least an order of magnitude larger than the following dynodes. The second dynode also has a significantly larger contribution compared to the rest of the multiplication system. The remaining dynodes are accurate within $\pm 0.001 \mathrm{~ns}$.

The total timing accuracy is calculated to be -0.336 ns which is dominated by the contribution of the first dynode. Actual measurements of the TTS of an mDOM PMT show that it is in the region of $2 \mathrm{~ns}[22]^{33}$ meaning that the contribution of the simulation is large enough that it should be considered when interpreting the timing properties of PMTs through the simulation.

[^20]

Figure 5.5.2: Time difference of the simulation calculated from the energy conservation of the simulation. The blue dots represent the different particles while the orange triangles show the mean value for the respective dynodes. The total time difference is the sum over the mean value of all dynodes.

### 5.5.3 Particle deletion at third dynode

As mentioned in section 4.4 there are two geometries used during the creation of the simulation. The initial geometry was replaced as the particle propagation did not go beyond the third dynode. The current hypothesis for this is that the attracting field of the third dynode (the field strength from second to third) is similar in magnitude as that of the fourth dynode (field strength from third to fourth). This results in the electrons being pushed back into the third dynode and subsequently being deleted from the simulation by COMSOL to save system resources. While it is possible to impact this deletion process, it results in instabilities and is therefore not done.

This deletion process is still present in the geometry reconstructed from a CT scan and results in difficulties for the data analysis. The extend of this effect is demonstrated in figure 5.5 .3 were 1000 electrons are generated at rest on the surface of the third dynode.


Figure 5.5.3: Simulation error at the third dynode. The lines represent the particle trajectories while the dots represent their initial and final position.

It becomes clear that particles which hit the third dynode in the upper part are not accelerated towards the fourth dynode. This poses several problems for the upcoming analysis of the simulated data.

First, when looking at the collection efficiency of the PMT a large systematic error is introduced as only about $55 \%$ of the starting particles arrive at the fourth dynode so this effect needs to be considered when investigating the collection efficiency of the PMT. Additionally, these particles would increase the collection efficiency of the third dynode. This can be compensated to a certain degree by only analyzing particles that have a time of flight larger than a certain threshold. This way the secondary particles that are generated in the upper part will not contribute to the results for the third dynode. In this example this amounts to about $26 \%$ of the particles. The remaining $19 \%$ of the electrons are deleted without ever moving from their position. These ratios can, however, not be used to correct the collection efficiency since it heavily depends on the position of the particle. Secondly, there is the impact on the timing properties. Particles that are released from a higher point on the third dynode need to pass a larger distance to get to the fourth dynode having a higher time of flight. As they are deleted by COMSOL this changes the distribution of the arrival time and time of flight in the simulation. A quantification of the impact of this effect is not possible as their trajectories are not known.

## 6 Analysis of simulation results

In this chapter the results of the simulation efforts are presented and analyzed. This is split into two parts for the different PMT illumination patterns described in section 4.2.3. First the illumination of a single spot on the photocathode is investigated (see section 6.1) followed by the illumination of the whole surface (see section 6.2). The results for both analyses are compared to measurements of an mDOM PMT. Contrary to the previous chapter the particle information is only exported for the last time step in the simulation. Therefore, the information about the full trajectory is not available as well as the initial position of the secondary particles. The latter limitation will be partially circumvented in chapter 7 where individual spots on the photocathode are investigated.

### 6.1 Electron emission at photocathode center

The result of the simulation for the point like illumination is shown in figure 6.1.1. In total 50000 particles are simulated. The figure, however, shows the simulation of 5000 particles as this is the visualization limit of the machine used for this work 34


Figure 6.1.1: Visualization of the simulation of 5000 photoelectrons starting from a single point on the photocathode. The colorbar indicates the current particle energy. The rectangles on the photocathode area are related to the analysis in chapter 7

[^21]The particles are released in a cone like shape and move through the multiplication system like expected. The beam of particles is rather wide while propagating towards the first dynodes but is focused significantly in the multiplication system. This is expected as the secondary particles do not have proper initial conditions applied and therefore, propagate according to the electric field only.

In the following sections the properties of the particles throughout the dynode system are investigated. First, a look at the collection efficiency is taken, followed by the introduction of the timing parameters. Lastly the wavelength dependence of some parameters is discussed.

### 6.1.1 Collection efficiency

The collection efficiency (CE) plays an important role in the multiplication process of any PMT. If at any point electrons are lost, then the signal strength is weakened. This is especially true for the earlier stages of the multiplication process as a loss in particles will multiply accordingly.

The CE is determined by simply counting the number of particles that arrive at a given dynode and comparing this value with a reference. This reference could be the amount of photoelectrons or the amount of particles at the previous stage. The first will give an impression of the absolute CE while the latter will show the relative CE between the different stages. Note that the latter value can be above $100 \%$ when electrons hit different dynodes then intended. Both of these references will be used to give an impression about the CE of the PMT in the simulation. They are depicted in figure 6.1.2a where the blue dots correspond to the CE with respect to the previous multiplication step and the orange triangles correspond to the CE with respect to the number of photoelectrons starting from the photocathode. Additionally a close up of the visualization for the second to fifth dynode is given in figure 6.1.2b to better explain the observed data.

The CE of the first dynode is $99.99 \%$, meaning that almost all released photoelectrons hit the first dynode. In figure 6.1.2b one electron is shown that does not hit the first dynode but instead is stopped on the back of the fifth dynode. A small fraction of electrons with the


Figure 6.1.2: Collection efficiency of the PMT calculated from the simulation results in figure 6.1 .2 a The legend corresponds to the reference used for the calculation. Magnification of the trajectories of electrons in the region of interest in figure 6.1.2b
according release angle from the photocathode will take this path and thus will not contribute to the PMT response, lowering the CE of the first dynode.

The CE of the second dynode is significantly lowered to $92.3 \%$. This is due to electrons hitting the third dynode from behind when they should propagate towards the second dynode. In figure 6.1 .2 b also some electrons can be seen that miss the second dynode and hit the back of the fourth dynode, lowering the CE further.

Consequently, the CE of the third dynode is higher at 107.99 \% from electrons hitting the back side of it. Since the relative CE of the third dynode is calculated with respect to the number of electrons that hit the second dynode, the electrons missing from the second dynode due to hitting the third dynodes back are counted double. Additionally to the electron hitting the third dynode from behind, there are also electrons that get deleted here by the mechanism explained in section 4.4 and section 5.5.3. The secondaries that these electrons would generate are excluded from the analysis by applying a cutoff on the time of flight of each electron.

This deletion process also contributes heavily to the poor performance of the fourth dynode. Here, only $51.2 \%$ of the electrons arrive. It is not possible to exactly quantify the contribution of the deletion as the trajectories of the deleted particles are simply not known. It can, however, be hypothesized that these particles would have trajectories with close proximity to the fifth dynode where some particles could hit the back and lower the CE similarly to what is happening between the first and second dynode. Additionally, the particles that hit the third dynodes back are also considered here. As those do not propagate towards the fourth dynode the CE is reduced further.

The rest of the multiplication system shows good performance regarding CE with almost all electrons arriving at the next stages (mean CE of these dynodes is $99.99 \%$ ) The absolute CE mirrors this behaviour. It needs to be kept in mind that the secondary particles do not have proper initial conditions. It is expected that the CE will change should initial conditions be assumed as the spread of trajectories should increase. The impact of multiple starting positions from the photocathode on the CE is studied in section 6.2.1.

### 6.1.2 Timing parameters

For each particle two values are known regarding the time. First, the stop time is known which is the time when the propagation is stopped due to the particle hitting a boundary and subsequently being frozen in time until the simulation finishes. Secondly, the time of the particles creation, or the release time, is known.

From the first value one can obtain the arrival time, or transit time (TT), of the particles with respect to the emission from the photocathode. If the second value is taken into account, it is possible to calculate the time of flight of each particle. This would be the transit time of the particles between the different multiplication stages.

The distribution of the arrival times for the first four dynodes and the anode is depicted in figure 6.1.3. The remaining dynodes are not shown in the figure since the distributions shape is mostly retained after the fourth dynode and to improve the readability of the plot ${ }^{35}$

The arrival times on the first dynode are narrower distributed than those of the latter stages. Presented in figure 6.1.3b is the standard deviation of the distribution of trajectory lengths of the particles for all dynodes. The spread of the first dynode is about four times smaller than that of the second dynode. In combination with the higher particle energy (about three times) this results in the narrower distribution of the arrival time for electrons arriving at the first dynode compared to the second, third and fourth.
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Figure 6.1.3: Arrival times of the electrons for different dynodes. Shown in figure 6.1 .3 a is the signal at the first four dynodes and the anode. Figure 6.1 .3 b presents the standard deviation of the trajectory length between the multiplication stages.

Starting at the fourth dynode the arrival time distribution develops a second peak towards higher values which is consistent through the rest of the multiplication system. The exact origin of this second peak is unknown. As it only develops after the third dynode and is not found in actual PMT response measurements this is an error of the simulation and likely linked to the deletion process at the third dynode described in section 5.5.3. This process is believed to be due to poor resolution of the simulation of the electric field at the third dynode which leads to particles not propagating properly. This low resolution also leads to particles that do arrive at the fourth dynode to propagate very slow and on unusual paths when in the proximity of the third dynode like shown in figure 6.1.4.


Figure 6.1.4: Example of the trajectory around the third dynode. The colorbar indicates the current time in the simulation. The blue tail is the incoming while the red tail shows the outgoing electron. The black lines indicate the electric field lines and the red line the dynode surface.

When looking at the colorbar it is clear that a large portion of the propagation time is spend in close proximity to the third dynode resulting in overall slowed particles. As theorized in section 6.1.1, the deleted particles would take paths that lead them to the lower part of the fourth dynode and possibly hit the back of the fifth dynode. As they would propagate a longer distance they would also have a later arrival time possibly masking the double peak shape of the distribution. The rest of the multiplication system is not shown except for the
signal at the anode. Compared to the fourth dynode the shape is more uniform and narrower. The double peak feature is still present.

To compare the results of the simulation to measurements of the PMT timing parameters, the mean value and the standard deviation of the distributions are extracted by fitting a Gaussian distribution to the data. In actual measurements this is done to the peak of the main pulses (see figure 3.2.2b) by only fitting to data within a certain time window. As the simulation does not incorporate different pulse types the fit is done to the full distribution. The results can be compared to the transit time (TT) and the transit time spread (TTS) of the PMT. It is important to note that usually the relative TT of a PMT is shown as the setup of the Münster working group does not allow for the measurements of the absolute TT. The resulting parameters of the fits are given in figure 6.1.5a where the arrival time of the electrons with respect to the release of the photoelectrons from the photocathode is taken. Figure 6.1.5b represents the result of the arrival time with respect to the release of the particle from the previous stage. The blue dots correspond to the mean value shown on the left $y$-axis and the orange triangles represent the standard deviation with the scale on the right y-axis.


Figure 6.1.5: Timing parameters of the simulation of photoelectrons from a single spot on the photocathode extracted from the fit a Gaussian distribution. Figure 6.1 .5 a shows the values for the arrival times and figure 6.1.5b shows the values for the time of flight. The blue dots correspond to the mean value and the orange triangle to the standard deviation of a Gaussian fit which are interpreted as the transit time (TT) and transit time spread (TTS) respectively.

When first examining figure 6.1.5a the absolute TT of the PMT rises almost linearly with the different stages to a mean absolute TT at the anode of $(38.86 \pm 0.06) \mathrm{ns}$ which is slightly smaller than the typical electron transit time given by the manufacturer of 43 ns obtained with a supply voltage of 1000 V [25] ${ }^{36}$ The difference in absolute TT is expected when the supply voltage of 1200 V for the simulation is taken into consideration. A higher voltage results in greater acceleration and therefore, lower transit times are expected. Additionally, the tenth dynode does not contribute in the geometry of the simulation and the electrons propagate directly from the ninth dynode to the anode. The impact of this should be small as the distance between the tenth dynode and anode is small.

The absolute TTS increases from the first to the second dynode but decreases from the second to the third. The first increase can be explained by the larger amount of possible paths for the electrons. The electrons with a larger trajectory length land on the lower part of the second dynode and therefore have a shorter path towards the third dynode. This could explain the decrease of the TTS at the third dynode. In general, only in the first four multiplication

[^23]stages have significant contributions to the TTS as it remains almost constant thereafter resulting in a final absolute TTS of $(1.36 \pm 0.06) \mathrm{ns}$ at the anode. In actual measurements the TTS of an mDOM PMT is determined to be $(1.11 \pm 0.01) \mathrm{ns}$ when only a single spot in the center of the photocathode is illuminated [22]. So the simulation overestimates the TTS by about $20 \%$ which is possibly due to the second peak in the simulated data. When the TTS of the third dynode of $(1.15 \pm 0.01) \mathrm{ns}$ is used for the comparison this difference shrinks to about $4 \%$, resulting in a better agreement. It needs to be kept in mind that the properties of the PMT can vary due to the different voltages at which the characterization is performed. This is typically done at the nominal gain of $5 \cdot 10^{6}$ which corresponds to 1135 V for BA0784 which is used in this comparison [22].

Of interest is also the result shown in figure 6.1.5b, where the TT and TTS of the electrons with respect to their release times at the previous stage is shown. The relative and absolute TT for the first dynode are the same as is expected. The relative TT decreases to $(5.68 \pm 0.07) \mathrm{ns}$ on the second dynode. After that the relative TT is $(2.54 \pm 0.05) \mathrm{ns}$ on average, meaning that for stages past the second dynode the absolute TT rises linearly.

A similar behaviour is found in the relative TTS where the second dynode has the largest contribution of $(1.78 \pm 0.08) \mathrm{ns}$. This behavior is explained by the larger spread in the trajectory length for the second dynode. The contributions of the third, fourth and fifth dynode $((0.55 \pm 0.03) \mathrm{ns},(0.91 \pm 0.03) \mathrm{ns}$ and $(0.35 \pm 0.02) \mathrm{ns}$ respectively) are two to six times smaller than that of the second dynode. The rest of the dynode system has a mean relative TT of $(0.066 \pm 0.007) \mathrm{ns}$ and is more than an order of magnitude smaller than the second dynode highlighting the well focused particle beam in these stages once again. It is again noteworthy that the secondary particles do not have proper initial conditions. With the implementation of those initial conditions it is expected that the relative TT and TTS of the latter dynode stages will have a more significant impact on the PMT properties.

### 6.1.3 Wavelength dependence of TTS

During the development of the mDOM for the IceCube Upgrade the PMTs are rigorously tested for their properties and stability in their destined environment. These tests include the dependency of the PMT timing performance on the wavelength where a strong relationship between the TTS and the wavelength of the photon was found [37]. This dependence is believed to be due to the initial spread of the starting directions of photoelectrons depending on the wavelength (see figure 6.1.1) and the initial particle tracing studies confirmed this hypothesis [50]. In these studies, however, only the path from the photocathode to the first dynode was examined. This was extended to the full multiplication system in this thesis.

The result of the simulation ${ }^{37}$ is evaluated like described above and the standard deviation of the arrival times is extracted for different wavelengths, ranging from 350 nm to 650 nm . The simulated and measured data is presented in figure 6.1.6a where a linear fit is performed to both datasets. The blue dots represent the simulated data with the orange line for the fit while the red dots correspond to the measurement data with the green line for the fit.

The TTS in both the simulation and measurement is decreasing with increasing wavelength. The linear fits result in a slope for simulated data of $(-0.31 \pm 0.01) \mathrm{ns} / 100 \mathrm{~nm}$ and measurement data of $(-0.23 \pm 0.01) \mathrm{ns} / 100 \mathrm{~nm}$. The slope of the simulation is about $35 \%$ larger than that of the measurement. Additionally, the TTS of the simulation is slightly larger by about 0.25 ns depending on the wavelength. This difference is possibly due to the double peak behaviour of the arrival time at the anode which is presented in the previous section (see
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Figure 6.1.6: Transit time spread (TTS) of the electrons arriving at the anode with measurement data taken from [22] in figure 6.1.6a A linear fit is performed to each dataset. The slope of each multiplication stage extracted from the simulated data in figure 6.1.6b The horizontal line corresponds to the slope of measurement data.
section 6.1.2) or different supply voltages between the simulation and measurement.
In [37] the contribution of the dynode system to the TTS was believed to be constant, while in [50] a linear contribution of the dynodes is assumed. The complete system was not available in that work but is now accessible. By extracting the slope of the TTS dependence on the wavelength for the components, figure 6.1.6b is obtained where the blue dots represent the slopes of the different stages and the horizontal line that of the measurement.

The slope of the first three dynodes is smaller than the measurement. It seems to be increasing hinting towards a dependence between the multiplication system and the wavelength. This is possibly due to the spot size of the particle beam on the respective dynodes resulting in different trajectory lengths as will be shown later. At the fourth dynode the slope of the simulation is larger than that of the measurement and decreases towards the anode. The jump between the third and fourth dynode could be due to the deletion process described in section 5.5 .3 in combination with the different spot size of the particle beam. From the simulation data a linear contribution of the rest of the multiplication system can not be confirmed.

In previous works [22] it is hypothesized that the dependence of the TTS on the wavelength arises from the higher initial spread that photoelectrons receive after emission from the photocathode. This would increase the particle beam width between the photocathode and the first dynode shown in figure 6.1.1. This hypothesis was first confirmed by initial particle tracing studies performed in [50]. To illustrate this feature the positions of the particles on the first dynode are examined. This is presented for 460 nm and 640 nm in figure 6.1.7a.

In the raw distribution it is visible that the lower wavelength, or higher photon energy, occupies a larger space on the first dynode. The shape of both distributions is not perfectly spherical and has some deviations. These could be a result of the sampling of the initial direction and energy done by COMSOL. The large amount of photoelectrons simulated should suppress this, though. The PMT geometry also should not induce this deviation either, especially as the PMT is symmetric in the x-direction. In the distribution of the final positions, however, there is a distinct asymmetry in the x -direction for $y \approx 4 \mathrm{~mm}$.


Figure 6.1.7: Final position of the particles on the first dynode. Figure 6.1.7a shows the position for two wavelengths and figure 6.1.7b shows the mean value and standard deviation of the radial distance to the center. The z-position of the particles is not considered in either plot.

Calculating the radial distance from the PMTs center with $r=\sqrt{x^{2}+y^{2}}$, the mean spot size and its standard deviation are calculated and shown in figure 6.1.7b. The z-coordinate is not considered here. Since the surface of the first dynode is mostly in the $x$-y-plane compared to the other dynode (see figure 6.1.1) the impact should be small. Both the mean spot size and its standard deviation decrease with increasing photon wavelengths. This strengthens the hypothesis about the origin of the wavelength dependence on TTS. As shown before, the rest of the multiplication system also contributed to this

### 6.2 Electron emission from photocathode surface

When the full photocathode area is illuminated, photoelectrons are liberated from the whole photocathode surface. This illumination pattern can also be simulated with COMSOL and an example of 5000 simulated photoelectrons is depicted in figure 6.2.1. For the following analysis 50000 photoelectrons are simulated and evaluated.

In the visualization of the simulation it can be observed that the paths of the photoelectrons converge towards the first dynode. Their spread is expectedly larger than that of the point like illumination in section 6.1. The particle beam is focused by the electric field similarly to the previously shown example and results in a well focused beam of particles after the fifth dynode.

### 6.2.1 Collection efficiency

The evaluation of the CE follows the same principle as described in section 6.1.1. Again the number of particles arriving at a certain stage are counted and then compared to a reference value (number of electrons at the previous stage or number of photoelectrons). The result of this analysis is presented in figure 6.2.2a with an enlarged portion of the multiplication system from the second to fifth dynode in figure 6.2 .2 b . The blue dots represent the CE with respect to the previous dynode and the orange triangles the absolute CE.

The results of this analysis are similar to that of the point like illumination pattern with differences mostly pronounced in the first three dynodes. The first dynode does not have the almost perfect CE as before, now collecting $97.2 \%$ of the photoelectrons. As particles have more diverse starting positions, their trajectories can have closer proximity to the frontal plate


Figure 6.2.1: Visualization of the simulation of 5000 photoelectrons starting from the whole photocathode surface. The colorbar indicates the current particle energy. The rectangles on the photocathode surface are related to the analysis in chapter 7 .
of the PMT. Electrons that are stopped on the frontal plate will not result in a PMT response and therefore lower the CE. This effect is not present in the simulation data, meaning that all released electrons are propagating inside the multiplication system. The CE deficit of the first dynode is explained by particles that miss the first dynode and hit the third dynode directly in the back. These would also not result in a PMT response as the back side of the dynode does not emit any secondary particles. This behaviour is also present for the release from a point but to substantially lesser degree as can be seen by comparing figure 6.1 .2 b and figure 6.2.2b. In total six particles miss the first dynode with the point release and 1420 for the surface release.

The CE of the second dynode is reduced with $87.2 \%$ of the particles emitted from the first dynode being collected. This process is similar to that described in section 6.1.1 were particles hit the third dynode in the back while propagating towards the second dynode. The amount of these particle is higher as the initial positions on the first dynode are more spread. By comparing the CE of the second dynodes between the two illumination patterns this difference is about $5 \%$. Similar to the point release, electrons arch over the third dynode, barely miss the second dynode and then hit the back of the upper part of the fourth dynode. These further reduce the CE of the second dynode as no multiplication occurs on this surface.

The photoelectrons that miss the first dynode and subsequently hit the back side of the third in combination with the particles propagating to the second dynode increase the CE of the third dynode to $115.8 \%$. Note that the reference for this value is the amount of particles arriving at the second dynode. As this is already lowered a higher CE on the third dynode is expected similar to section 6.1.1.

Again, similar to the point like illumination pattern, the fourth dynode has a strongly


Figure 6.2.2: Collection efficiency of the PMT calculated from the simulation results in figure 6.2.2a. The legend corresponds to the reference used for the calculation. A magnified portion of the multiplication system in figure 6.2.2b to enhance the visibility of the trajectories of the electrons in the region of interest.
reduced CE of $45.8 \%$ which is likely due to the deletion process at the third dynode described in section5.5.3. This is an error in the simulation which can not be corrected easily. It can be hypothesized that these particles could hit the back of the fifth dynode would the propagation work properly. The rest of the multiplication system behaves identical to what is shown in section 6.1.1 with an average CE of $99.8 \%$ showing the strong focus of the particle beam past the fourth dynode. It is expected that this will decrease, however, when proper initial conditions for the secondary electrons are introduced.

### 6.2.2 Timing parameters

Analogous to section 6.1.2, the timing parameters for the illumination of the whole photocathode surface are investigated with the above described procedure. Figure 6.2 .3 contains the distributions of the arrival time for the first four dynodes and the anode ${ }^{38}$

There are some clear differences between the distribution of the arrival time for the surface release and the point release. First, the distribution of the arrival times on the first dynode now has a shoulder towards higher values. This shoulder is also present in measurements of the mDOM PMT ${ }^{39}$ This features origin lies in the different starting positions which will be explored in more detail in chapter 7 . The distribution of the third dynode shows a pronounced peak at earlier times which contains the electrons that propagate from the photocathode to the back of the third dynode.

The first thing to notice with the fourth dynode is the absence of the double peak feature, which developed for the point like illumination. As the deletion of particles is still happening (seen in the CE of the fourth dynode), this is possibly due to the shoulder of the distribution of arrival times on the first dynode. This would propagate through the multiplication system accordingly and mask the secondary peak which developed at the fourth dynode.
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Figure 6.2.3: Distribution of arrival times of electron for different components. Shown is the signal at the first four dynodes and the anode.

The distributions are again fitted with a Gaussian function to extract the mean value and standard deviation acting as the TT and TTS respectively. The obtained values can be seen in figure 6.2 .4 a for the arrival time of the electrons at the different multiplication stages while figure 6.2 .4 b depicts those for the time of flight of the electrons between the stages. The blue dots correspond to the mean value on the left $y$-axis and the orange triangle to the standard deviation on the right $y$-axis.


Figure 6.2.4: Timing parameters of the simulation for the surface release. Figure 6.2 .4 a shows the values for the arrival times and figure 6.2 .4 b shows the values for the time of flight. The blue dots represent the mean value and the orange triangles the standard deviation of a Gaussian fit.

In comparison to the previous result for the point like illumination the shape of the graph remains identical (see figure 6.1 .5 a and figure 6.1 .5 b ). The difference between the two lies in the absolute values. The absolute TT to the anode of $(39.48 \pm 0.04) \mathrm{ns}$ and the absolute TTS of $(1.64 \pm 0.04) \mathrm{ns}$ are higher by $1.5 \%$ and $22.3 \%$ respectively compared to the previous analysis. This shows that the different starting position significantly increase the absolute TTS while the absolute TT remains similar to the point like illumination. A significant deviation in the absolute TT is not expected since the major difference between the two studies is between the photocathode and first dynode. This is reflected in the relative TT and TTS where the relative TTS of the first dynode of $(0.77 \pm 0.05) \mathrm{ns}$ is $(0.35 \pm 0.05) \mathrm{ns}$ larger than in the point like illumination. If this surplus would propagate through the multiplication system the absolute TTS at the anode would be $26.1 \%$ larger. Since the increase in absolute TTS between the two illumination patterns is $3.8 \%$ smaller than that, the remaining dynodes must
reduce the spread. The main contributor to this is the fifth dynode where the relative TT of the surface release is $13.6 \%$ smaller than that of the point release.

When the full photocathode surface is illuminated in measurements the TTS of the PMT is determined to be $(1.85 \pm 0.01) \mathrm{ns}$ [22] by fitting a Gaussian to the peak of the main pulses. There are fluctuations in TTS between different PMTs, explained by the different supply voltages used to achieve nominal gain. The absolute TTS obtained by the simulation is about $10 \%$ lower than the measurement. This deviation could be due to the improper implementation of the secondary electrons. When proper initial conditions for these particles are applied, the TTS is expected to increase as the particle beam will be broader. Especially the contribution of the latter dynodes is expected to increase. Another deviation could be caused by different supply voltages as mentioned above. The typical TTS given from the manufacturer is $1.91 \mathrm{~ns}[25]^{40}$ where a potential difference between the anode and photocathode of 1000 V is applied.
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## 7 Photocathode uniformity scans

The characterization of the mDOM PMTs for their deployment in the antarctic ice is done in bulk with the illumination of the full photocathode area. As presented in chapter6, there is a difference in the properties of the PMT when illuminating the photocathode entirely or only spot wise. The same is true for measurements of actual PMTs. This lead to the investigation of the PMT properties in scans where a collimated light beam is used illuminating a single position on the photocathode in a grid like pattern. This chapter will introduce the scans of the photocathode which are performed to bypass the limitation of the data export and give more information about the positional dependencies of the PMT. They are a hybrid between the point and surface release where the photoelectrons are released from rectangular areas along the x - and y -direction of the photocathode. The rectangles are build in 1 mm steps in length and cover a width of $4^{\circ}$ and the electrons are emitted uniformly from the surface. An example for this method is shown in figure 7.0 .1 where 5000 photoelectrons are released from a position in negative $y$-direction $(y=-21 \mathrm{~mm})$.


Figure 7.0.1: Example of simulation for the scan of the photocathode uniformity. The color indicates the particle energy.

For the analysis, each rectangle is set to emit 10000 photoelectrons. Their properties will be studied analogous to chapter 6. First, a look at the collection efficiency is done in section 7.1. Following this is section 7.2 with the investigation of the timing parameters and comparison to measurements of an actual mDOM PMT.

### 7.1 Collection efficiency

The collection efficiency (CE) is investigated with the number of photoelectrons as the reference. This is done as the CE with respect to the previous stage has some extremely high values especially at the outer edge of the PMT. As seen in section 6.1.1 and section 6.2.1, the CE of the later dynodes is close to $100 \%$. For this reason, figure 7.1.1 only presents


Figure 7.1.1: Collection efficiency of the PMT along the $x$ - (blue dots) and $y$-axis (orange triangles) with respect to the number of emitted photoelectrons for the first four dynodes.
the graphs for the first four dynodes with the blue dots representing the x -direction and the orange triangles the y -direction on the photocathode $\stackrel{41}{\sqrt{4}}$

At first glance it is visible that the CE along the x-direction is symmetrical around the PMT center throughout the dynodes which is to be expected from the design of the PMT. The CE of the first dynode is flat meaning that almost no electrons (CE $\geq 99.95 \%$ for all positions) are lost by either hitting the frontal plate or the third dynode. On the second dynode the CE has a slight dip in the central region to $91 \%$, similar to what is observed in section 6.1.1. This again is symmetric around the PMT center. Additionally, the CE of the second dynodes drops significantly for photoelectrons stemming from the edges of the PMT ( $x^{2} \geq 35 \mathrm{~mm}$ ) to about $85 \%$. This is also present in the third dynode, though to a much lesser degree with $98.1 \%$. Here the central region is flat again. The fourth dynode shows a small peak in the CE at around -20 mm . This behaviour is not shown on the positive side and its origin is not known. Further, the mean CE of the fourth dynode is only $51.3 \%$ with even smaller values towards the edge of the photocathode. This behaviour is due to the deletion process at the third dynode (see section [5.5.3). All in all, the CE for the x-direction is almost constant in the central part of the PMT and decreases towards the edge. The general shape is symmetric around the center.

The y-direction on the other hand is asymmetric. This is first visible at the second dynode where the CE in y-direction declines from 0 mm to -26 mm by about $25 \%$. This decline is also present at the third dynode in a reduced scale. The CE of the fourth dynode is expected to be low considering the previous investigations (see section 6.1.1 and section 6.2.1). This

[^27]holds for most positions with the exception for certain negative $y$-values around -35 mm . This would indicate that the particle beam for these positions hits the third dynode mostly in the lower part where the deletion process described in section 5.5.3 is not observed.

One downside of using the number of photoelectrons as the reference is that it is not immediately clear where the missing electrons might have gone. An example of this would be the lowest y -value on the first dynode ( $y=-37 \mathrm{~mm}$ ) with a CE of only $18.4 \%$. That of the second dynode in this position is also poor with less than $10 \%$ of the initial photoelectrons arriving there. The third dynode, on the other hand, has an ideal CE, meaning that all 10000 particles arrive there. This is due to the extreme angle at which the photoelectrons are emitted with respect to the first dynodes surface, resulting in most of them hitting the back of the third dynode. The CE of the fourth dynode is very poor again, as these particles can not propagate there. In principle the electrons hitting the third dynode in the back should not account for the CE since no secondary electrons are produced there. The final position on the first dynode of the photoelectrons for this starting position is visible in figure 7.1 .2 with the orange dots. The hard cut in positive y-direction at 7.88 mm corresponds to the edge of the first dynode. Particles that would arrive above this would hit the back of the third dynode.


Figure 7.1.2: Final position of photoelectrons on the first dynode (2d-projection) from starting positions in the center, at $y=-37 \mathrm{~mm}$ and at $y=37 \mathrm{~mm}$.

A second noteworthy feature is observable at the highest y -position on the photocathode $(y=37 \mathrm{~mm})$. Here the CE of the first dynode is $100 \%$, meaning all photoelectrons arrive on the first dynode. The CE of the following dynodes is lowered with the second and fourth dynode collecting around $2 \%$ of the particles and the third dynode $68.6 \%$. The electrons released from this location in the photocathode arrive at the positions on the first dynode presented in figure 7.1 .2 with the green dots, meaning they land on the upper part of the first dynode. The extremely low collection efficiency of the second dynode in combination with that of the third dynode indicates that most of the particles starting from these positions on the first dynode arrive on the back of the third dynode instead of the second dynode. Additionally, a deletion process similar to that on the third dynode could be happening here as about $70 \%$ of the particles starting from the first dynode arrive somewhere. Further investigations into this matter are necessary.

### 7.2 Timing parameters

The timing parameters of the PMT also show large deviations depending on the photoelectrons initial position on the photocathode. The focus of this investigation will be on the transit
time (TT) of the electrons to the respective dynode stages. The results are then compared to measurement data of an mDOM PMT [22], 42

For each initial position, the mean value of the distribution of arrival times of the electrons on the dynodes is calculated. In the previous chapter6the TT is obtained by fitting a Gaussian distribution to the arrival times. Since the number of electrons can be low due to the collection efficiency, the calculation of the mean value is more robust. The values between the Gaussian fit and the statistical mean are not directly comparable. However, the general shape of the TT dependence on the initial position remains similar. For the comparison to measured data, the TT obtained from the simulation is converted to the relative TT with respect to the central region of the photocathode $(r \leq 30 \mathrm{~mm})$. The result of this calculation as well as the measured data is depicted in figure 7.2 .1 and figure 7.2 .3 for the x - and y -direction respectively, where the blue dots correspond to the simulated data and the orange triangles to the measurement ${ }^{43}$


Figure 7.2.1: Comparison of the relative transit time of the electrons from the simulation to measurements of the mDOM PMT. The blue dots represent the simulated and the orange triangles the measured data. The measurement data is the signal at the anode which is shown for comparison in each plot. The data shows the scan of the photocathode in x-direction. Measurement data taken from [22].

The shape of the simulation results for the relative TT match those of the measurement already when considering only the arrival times at the first dynode in x-direction $4^{44}$ Generally, the measured and simulated TT increases when the edge of the PMT is illuminated. The central region is mostly flat with a slight raise in the center of the PMT $(x=0)$ which is more pronounced in the measurement than in the simulated data. After the fourth dynode the simulation data of the central region has substructures which are believed to be due to the deletion process described in section 5.5 .3 and carry through to the anode (see figure 7.2.1c). The symmetry in the shape of the relative TT is expected as the geometry of the PMT is symmetric in the $x$-direction.

The peak to peak difference of the TT in the simulation is $(3.19 \pm 0.01) \mathrm{ns}$ at the first dynode and $(6.14 \pm 0.08) \mathrm{ns}$ at the anode. This indicates that the TT of the rest of the multiplication system does not increase uniformly. The peak to peak difference of the relative TT at the anode obtained from the simulation is larger than that of the measured data of 5.84 ns . The difference between the used supply voltages is only 6 V so should not give a major contribution to this. An important note about the measurement is that it does not necessarily yield the correct value. This is due to internal reflections inside the PMT which can occur when the photon is not absorbed in the photocathode but transmitted. It can then reflect of
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Figure 7.2.2: Mean trajectory lengths of the electrons arriving at the first dynode along the x -direction in figure 7.2.2a. The peak to peak difference in trajectory length for each contributor of the dynode system in figure 7.2 .2 b .
the internal components of the PMT and be absorbed at a different position on the photocathode. Therefore, the measurement data is a convolution of multiple spots on the photocathode. This behaviour is not present in the simulation as the photoemission process in the simulation only starts with the release of an electron from the surface and does not include photon propagation.

The shape of the relative TT dependence on the initial position is caused by the different trajectory lengths between these positions. This is displayed in figure 7.2.2a for the particles arriving at the first dynode.

The shape of the mean trajectory length of the electrons propagating towards the first dynode depending on the initial position is the same as that of the TT with a peak to peak difference in trajectory length of $(7.01 \pm 0.02) \mathrm{mm}$. For the rest of the dynode system this value is lower as is depicted in figure 7.2 .2 b where the peak to peak difference of the trajectory length is presented for the multiplication system. The first dynode has the largest contribution followed by the fourth dynode with $(1.69 \pm 0.08) \mathrm{mm}$. The remaining dynodes are in the order of a few 0.1 mm . This shows that the dominating contribution to the relative TT of the PMT in x-direction comes from the first multiplication stages with special emphasis on the first dynode.

In contrast to the x -direction, the geometry of the PMT is not symmetric in the y direction. This is also represented in the measurement of the relative TT, where the TT increases for positive y-positions but decreases for negative ones. At the first dynode this behaviour is not present in the simulation data (see figure 7.2.3a) where the results and geometry of the PMT can still be considered to be symmetric around the PMT center. Better agreement between the simulation and measurement of the relative TT is found in the following dynodes with the asymmetry developing at the second dynode (see figure 7.2.3b). This is due to the differing trajectory lengths from the first to the second dynode presented in figure 7.2.4a

The peak to peak difference between the trajectory lengths on the second dynode is ( $8.37 \pm 0.02$ ) mm and caused by the emission of secondaries from different positions on the first dynode (see figure 7.1.2). The contributions from the rest of the multiplication system are depicted in figure 7.2 .4 b . The first dynode still has a considerable difference of $(6.06 \pm 0.03) \mathrm{mm}$ as expected. The datapoint for the third dynode is missing as it is biased due to the larger amount of particle hitting the back of the third dynode. As explained in


Figure 7.2.3: Comparison of the relative transit time of the electrons from the simulation to measurements of the mDOM PMT. The blue dots represent the simulated and the orange triangles the measured data at the anode which is shown for comparison in each plot. The data shows the scan of the photocathode in y-direction. Measurement data taken from [22].
section 7.1, the particles emitted in $y=-37 \mathrm{~mm}$ dominantly show this behaviour and thus have a trajectory length about five times larger than expected. The fourth and fifth dynodes have larger differences compared to the x -direction of $(2.9 \pm 0.2) \mathrm{mm}$ and $(1.28 \pm 0.07) \mathrm{mm}$ respectively. An explanation for this discrepancy lies in the geometry of the PMT. Electrons emitted along the x -direction land on the first dynode with a similar spread in y-direction. This leads to the small deviation of the trajectory length between the first and second dynode for the different initial positions in x-direction on the photocathode and is mirrored for the rest of the multiplication system. If released along the $y$-direction, the electrons will have higher deviations in the y-positions on the first dynode as shown in figure 7.1.2. This would translate to larger deviations of the position on the second dynode which in turn widens the spread on the third dynode and so on. Thus the difference between the x - and y -direction is expected. The rest of the multiplication system again has trajectory length differences of a few 0.1 mm highlighting the focusing effect of the latter stages although it remains to be seen whether this holds true should proper initial conditions for the secondary particles be introduced.

The general shape of the relative TT in y-direction agrees between the simulation and measurement. However, there are some deviations between the two. The measurement data is flat for y -positions between 0 mm and -30 mm while the simulation increases in this region. This deviation matches the behaviour of the collection efficiency presented in figure 7.1.1b for the second dynode which is due to particles hitting the back side of the third dynode. It could be possible that these particles would have a lower time of flight to the second dynode and yield a behaviour more comparable to the measurement.

The peak to peak difference of the relative TT at the anode obtained from the simulation is $(6.3 \pm 0.1) \mathrm{ns}$. While it does not match with that of the measurement of 6.8 ns the difference between the two values could be due to the contribution of internal reflections in the PMT


Figure 7.2.4: Trajectory lengths of the electrons arriving at the first dynode along the $y$-direction in figure 7.2.2a with the peak to peak difference in trajectory length for the dynode system in figure 7.2.4b
during the measurement. A contribution due to different supply voltages is not expected the difference is only 6 V . It is noteworthy that the peak to peak difference at the third dynode of $(14.05 \pm 0.06) \mathrm{ns}$ is significantly larger due to the particles originating from $y=-37 \mathrm{~nm}$ on the photocathode hitting the back of it as discussed above.

## 8 Summary and Outlook

The goal of this thesis is the replication of a photomultiplier in COMSOL followed by the investigation of PMT performance parameters. This is done for the PMT of one of the new modules for the IceCube Upgrade, the mDOM.

Chapter 4 outlines the first task giving a general introduction to COMSOL as well as the necessary steps in setting up the PMT simulation. The PMT geometry was obtained by CT scanning an mDOM PMT with the accuracy of the scan being in the order of a few10 $\mu \mathrm{m}$. The photoelectrons are emitted from the photocathode with realistic initial conditions whereas those of the secondary electrons are not implemented yet. The accuracy of the simulation is investigated in chapter 5 with the final simulation conserving the energy of the particles to a point where a theoretical impact on the gain is in the sub percent region. The timing accuracy of the simulation could be improved by combining the manually created mesh with a more sophisticated choice for a constraint on the maximum time step of the solving algorithm. The latter investigation was inconclusive but indicated that the accuracy could be further improved. As the major contribution to the accuracy deficit is at the first dynode, smaller time steps around this region could be beneficial and with the correct configuration the drawback in terms of computational resources could be kept small.

The analysis of the simulated data was split into three parts corresponding to the different illumination patterns used in measurements. First, a single spot at the center of the photocathode was set to emit electrons in section 6.1 for which the collection efficiency (CE), transit time (TT) and transit time spread (TTS) are investigated. The relative CE of the multiplication system is found to be above $90 \%$ for all dynodes except the fourth where deviations are explained with a deletion of particles in the simulation. The absolute TT of the PMT is calculated to be $(38.86 \pm 0.06)$ ns with a TTS of $(1.36 \pm 0.06)$ ns. The latter value is larger than the TTS measured from an mDOM PMT of $(1.11 \pm 0.01)$ ns. This deviation is again explained by the deletion process which is connected to the introduction of slower moving electrons between the third and fourth dynode. These electrons are believed to be responsible for the second peak in the distribution of the arrival times. The absolute TT could not be compared to measurement as the setup in the Münster working group is not suitable for this measurement but it is comparable to the typical electron transit time given by the manufacturer of 43 ns . The difference between the simulation result and manufacturers claim is possibly due to the 200 V difference in supply voltage between them. Further investigation of timing parameters depending on the wavelength of the incident photon were performed. This dependence is fitted with a linear function and while the slope of the measurement of $(-0.23 \pm 0.01) \mathrm{ns} / 100 \mathrm{~nm}$ is flatter than that of the simulation data with $(-0.31 \pm 0.01) \mathrm{ns} / 100 \mathrm{~nm}$, the reason behind this dependence was confirmed to be the larger spread in trajectories for smaller wavelengths. The deviations found are again explained by the deletion process and subsequent development of the second peak in arrival times.

This investigation was followed by the emission of electrons from the whole surface of the photocathode in section 6.2. The relative CE was found to be above $85 \%$ for most of the dynode system with the deviation at the fourth dynode being due to the deletion of particles by the simulation. The shape of the arrival time distribution showed a distinct shoulder
towards higher values at the first dynode. Such a shoulder is also found in PMT measurements of the anode signal when the full photocathode area is illuminated. The absolute TT in the simulation is $(39.49 \pm 0.04) \mathrm{ns}$ with a TTS of $(1.64 \pm 0.04) \mathrm{ns}$. These values are larger compared to when electrons are emitted from a central point on the photocathode as expected. The differences are explained by the larger spread in trajectories for the emission from the whole photocathode surface. Deviations between the simulation and the measurement from the Münster group as well as measurements by the manufacturer respectively are again explained by the deletion process and differences in the supply voltage.

Since the export of data from the simulation is limited in the amount of information accessible, a third analysis method is presented in chapter 7 where the positions on the photocathode surface are sampled in two directions thus emulating measurements performed to scan the photocathode for inhomogeneities. The comparison between the measurement and simulation data of the these scans showed good agreement in the x-direction, with the relative TT along this direction matching both in shape as well as magnitude. In the y-direction, however, deviations between the simulation and the measurement in negative y-direction arise. The relative TT of the measurement in this region is mostly flat while that of the simulation rises linearly. This discrepancy is possibly caused by the collection efficiency for this position. Ultimately, the shape of the relative TT of measurement and simulation is similar with minor deviations and the absolute values are matching, leading again to an agreement between simulation and measurement. One benefit of the simulation considering this investigation is that there is no internal reflection present. This can occur when the photon is not absorbed but transmitted through the photocathode and then reflected of the internal structure of the PMT only to be absorbed at a different position. This results in a convolution of the position in the measurement and could account for differences between the simulation and measurement results.

Further studies with COMSOL can be done for any PMT property. It has been shown that the properties of the photomultiplier strongly depend on the magnetic field [22]. This poses several problems for the deployment of the mDOM , since the final orientation in the ice is not known before the deployment. It is also possible to implement this feature in COMSOL by using the magnetic force domain property. Additionally, the performed scans could be extended to the whole surface instead of only two directions in combination with wavelength and magnetic field dependent studies for each position. Improvements of the simulation accuracy as well as the implementation of more PMT features like different pulse types and proper secondary emission are also possible.

In summary, in this work a simulation has been created which can still be extended but already reproduces properties of a PMT both qualitatively and quantitatively.

## 9 Appendix



Figure 9.0.1: Distribution of the arrival times of the electrons at the different multiplication stages for the emission of electrons from a central spot on the photocathode.


Figure 9.0.2: Distribution of the arrival times of the electrons at the different multiplication stages for the emission of electrons from the whole photocathode surface.


Figure 9.0.3: Collection efficiency of the PMT along the $x$ - (blue dots) and $y$-axis (orange triangles) with respect to the number of emitted photoelectrons.


Figure 9.0.4: Relative transit time of the electrons from the simulation and measurement of the mDOM PMT in x-direction. The blue dots correspond to the simulation and the orange triangles to the measurement. Measurement data taken from [22].
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[^0]:    ${ }^{1}$ This resulted in the nobel price for Takaaki Kajita and Arthur B. McDonald in 2015.
    ${ }^{2}$ Cosmic rays are ionized nuclei with very high energies up to $10^{20} \mathrm{eV}$ |11].

[^1]:    ${ }^{3}$ A blazar is a AGN with the jet pointed towards the earth.

[^2]:    ${ }^{4}$ The dustlayer is a region of poor optical quality inside the ice.

[^3]:    ${ }^{5}$ This is related to the number of photons arriving at the DOM
    ${ }^{6}$ There is a third event type called "double-bang" which is a combination of two showers connected by a track. It can only come from $\nu_{\tau}$ which have not been detected yet.

[^4]:    ${ }^{7}$ Hadronic cascades also happen with CC interactions.

[^5]:    ${ }^{8}$ Model: Hamamatsu R15458

[^6]:    ${ }^{9}$ One of the goals of this thesis is to better understand this feature.
    ${ }^{10}$ This is also possible on the other dynodes but the effect is most noticeable for the first, due to the absence of other secondary electrons.

[^7]:    ${ }^{11}$ Scattering with electrons is also possible but highly unlikely since the conduction band of a semiconductor is almost empty [29].

[^8]:    ${ }^{12}$ This depends on the voltage applied between the dynode stages

[^9]:    ${ }^{13}$ The Maxwell equations describing classical electromagnetism in combination with the Lorentz force are PDEs for example.

[^10]:    ${ }^{14}$ Due to the large number of electrons the effective electric field strength is lowered.
    ${ }^{15}$ In section 4.3 more details about this are given.

[^11]:    ${ }^{16}$ The spectral response of a PMT describes how likely it is to generate a pulse depending on the incoming photon energy.
    ${ }^{17}$ This is limited by the transitivity of the glass.
    ${ }^{18}$ This is limited by the work function of the material.

[^12]:    ${ }^{19}$ For the PMT simulation this is usually around 35000 time steps.
    ${ }^{20}$ For this data COMSOL version 6.1.0.357 is used. In a previous version the memory usage is less optimized.

[^13]:    ${ }^{21}$ The data is acquired by starting a simulation with the total number of particles starting from the photocathode and multiplication disabled. The simulation is also stopped after a few time steps as the computation time rises rapidly with the number of particles. Thus this estimation does not include any unforeseen contributions during the solving of the study.

[^14]:    ${ }^{22}$ For example tracking the secondary particles back to their origin is not easily done. One would need to simulate the photoelectrons one by one to circumvent this problem. Additionally, the space charge effect of the electrons would need to be included further increasing the memory requirements and computational time.
    ${ }^{23}$ There is a package for COMSOL called the Uncertainty Quantification Module. However, this is used to determine the impact of uncertainties in initial conditions and not extract those of the simulation.
    ${ }^{24}$ This was due to a licensing issue and has since been resolved.

[^15]:    ${ }^{25}$ To be sure ten electrons are released for each study.
    ${ }^{26}$ Note that for the other dynodes this will be about three times smaller.
    ${ }^{27}$ Usually only the next or next but one dynode is responsible for this.

[^16]:    ${ }^{28}$ Note that $\alpha$ is factored out by the fraction.

[^17]:    ${ }^{29}$ Here ten cores of an Intel Xeon W-2275 CPU equipped with 64 GB of RAM are used.

[^18]:    ${ }^{30}$ This can be seen in the solver $\log$ file.
    ${ }^{31}$ Frozen meaning that the properties of the particle are constant for the rest of the simulation and no force can act on them anymore.

[^19]:    ${ }^{32}$ For this analysis 18 cores of an Intel Xeon Gold 6140 CPU equipped with 80 GB of RAM are used.

[^20]:    ${ }^{33}$ This varies between PMTs and the way the measurement and analysis are performed.

[^21]:    ${ }^{34}$ The COMSOL file for this simulation is about 90 GB in disk size.

[^22]:    ${ }^{35}$ The full data is presented in figure 9.0.1

[^23]:    ${ }^{36}$ This is for PMT model R12199 which has identical internal structure compared to the mDOM PMT R15458 only being inside a longer glass bulb.

[^24]:    ${ }^{37}$ The number of photoelectrons for this analysis is reduced to 10000 .

[^25]:    ${ }^{38}$ The distribution of the other dynodes can be seen in figure 9.0.2
    ${ }^{39}$ It is important to keep in mind that these measurements only contain the arrival time on the anode not the first dynode.

[^26]:    ${ }^{40}$ This is for the PMT model R12199 which has the same internal components as the mDOM PMT (model R15458) but is housed inside a longer glass bulb.

[^27]:    ${ }^{41}$ The plots for the remaining dynodes can be found in figure 9.0 .3

[^28]:    ${ }^{42}$ Serial number BA0794 operated at 1206 V.
    ${ }^{43}$ The data for dynodes not shown here can be found in figure 9.0 .4 and figure 9.0 .5
    ${ }^{44}$ Keep in mind that the measured data belongs to electrons at the anode and is not available for the dynodes.

