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Abstract

Measurement of the turbulent fluxes of gases, momentum and heat can be biased by
obstacles such as buildings or instrument platforms distorting the flow of air to the
flux instruments. Standard methods have long been used to account for non-horizontal
mean flows. Here we demonstrate a novel approach to correct for the effects of flow
distortion which combines numerical flow modelling with eddy covariance measure-
ments of the fluxes. This approach applies a flow distortion correction to the data
prior to the application of the standard planar-fit and double-rotation methods. This
new direction-dependent flow correction allows the determination of the correct or-
thogonal wind vector components and hence the vertical turbulent fluxes. We applied
the method to a 10 Hz dataset of 3D wind components, temperature, and the concen-
trations of carbon dioxide and water vapour, as measured on top of a military tower
above the city of Miinster in northwest Germany during spring and summer 2007. Sig-
nificant differences appeared between the fluxes that were calculated with the standard
rotation methods alone and those that underwent flow distortion correction prior to the
application of the rotation methods. The highest deviations of 27 % were obtained for
the momentum flux. Pronounced differences of 15 % and 8 % were found for the
diurnal net fluxes of carbon dioxide and water vapour, respectively. The flow distor-
tion correction for the carbon dioxide fluxes yielded the same magnitude as the WPL

(Webb-Pearman-Leuning) correction for density fluctuations.
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1 Introduction

Cities act as massive anthropogenic sources of carbon dioxide. About 80 % of CO,
emissions originate in urban areas (Churkina, 2008). Several studies focus on the tur-
bulent fluxes above urban areas (e.g. Roth, 2000; Grimmond et al., 2002; Nemitz et al.,
2002; Velasco et al., 2005; Vogt et al., 2006; Christen et al., 2007; Coutts et al., 2007,
Schmidt et al., 2008). However, the problem of flow distortion on flux measurements
above or within cities needs to be addressed in more detail. Due to the heterogeneity
of the urban canopy, quantification of the fluxes of CO,, other gases, and particles
above urban areas is an important scientific challenge. The need to correct the wind
vector for non-horizontal mean flows in order to ensure the reliability of eddy covari-
ance measurements is well-known (e.g. Tanner and Thurtell, 1969; Hyson et al., 1977,
Kaimal and Finnigan, 1994; Wilczak et al., 2001; Finnigan, 2004). Several methods
have been developed and applied to account for the deviation between the defined
axes of the measured wind components and the real mean streamline coordinate sys-
tem. Such deviations are induced by sonic anemometer tilt, or a slope of the surface
that surrounds the measurement site. The two most common approaches to account
for these deviations are the double-rotation (DR) method according to Tanner and
Thurtell (1969) and Hyson et al. (1977), and the planar-fit (PF) method as introduced
by Wilczak et al. (2001).

In addition to the simple anemometer tilt, wind measurements over complex environ-
ments are potentially affected by wind flow distortions caused by surrounding obsta-
cles such as buildings, instrument masts, other sensors etc. This affects the horizontal
flow on the one hand and additionally leads to obstacle-induced disturbance of the
vertical velocity on the other. Errors in scalar fluxes as determined from the eddy co-
variance method can be significant if flow distortion effects are neglected (Wyngaard,
1988).

Flow distortion effects due to obstacles in the immediate vicinity of the anemometer
location can impact the flux measurements significantly (Wieringa, 1980; Dyer, 1981,
1982; Wyngaard, 1982; Mennen et al., 1996; Contini et al., 2006). Such errors can
be minimised by limiting the dataset to undistorted wind sectors and mounting the
anemometers well distanced from nearby structures on a slim support. However, mea-

surements in urban areas, on massive towers, oceanic platforms or ships are subject
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to severe flow distortion effects. Various studies on flow distortion modelling were
conducted on meteorological masts (Camp and Kaufman, 1970; Lee et al., 2007; Per-
rin et al., 2007), oceanic platforms (Mollo-Christensen, 1968; Qost et al., 1994) and
ships (Kahma and Leppdranta, 1981; Yelland et al., 1998; Brut et al., 2002; Yelland
et al., 2002; Dupuis et al., 2003; Weill et al., 2003; Popinet et al., 2004; Brut et al.,
2005; Moat et al., 2006a,b). Water flumes and wind tunnel experiments with physical
platform models as well as computational fluid dynamics (CFD) modelling were used
to simulate the wind field distortion.

As well as altering the speed of the wind components, in distorted airflows the wind
field becomes inhomogeneous with regard to the wind direction. Since the flow distor-
tions are sector-dependent, the azimuth of the wind also has to be taken into account
when correcting the flow. With regard to measurements in complex environments with
obstacle-induced flow distortions, the simple assumption of an orthogonal mean wind
field becomes inappropriate. The vertical wind component, used for the calculation
of the turbulent vertical exchange, may be perpendicular to the disturbed horizontal
microscale wind field at the measurement point after DR or PF correction instead of
giving the real vertical component of the main wind field above the fetch area.

By adulterating the regression analysis of the PF method, flow-distorted values lead
to a corruption of the best-fit plane. As a consequence, an obstacle-induced flow dis-
tortion, even if it appears in only one sector, affects the PF rotated wind values from
all directions and the derived turbulent fluxes, respectively. These problematic restric-
tions of the planar-fit method have been discussed in other studies (e.g. Klipp et al.,
2004; Klipp, 2007; Sun, 2007; Richiardone et al., 2008).

Klipp et al. (2004) presented an approach to eliminate these effects on the calculation
of the planar-fit rotation angles. The method is described as a generalised planar-fit
method for measurements in areas that are disturbed by obstacles. The adjustment of
the wind components follows the well-known planar-fit approach, whereas the calcu-
lation of the rotation angles is different from the multiple regression method. For this
purpose the series of mean vertical wind angles, evenly spaced in wind direction, is
Fourier decomposed. Since only the phase and amplitude of the fundamental Fourier
frequency are directly related to the anemometer tilt, while the higher frequencies are
related to obstacle-induced disturbances, this so-called Fourier Fit method derives the

rotation angles from the fundamental Fourier frequency. This helps to reduce the ef-
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fects of obstructions on the planar-fit adjustment. Nevertheless, this method does not
correct for the effects of flow distortions, so the fluxes can only be calculated reliably
for unobstructed sectors. Hence, flux values from sectors in which objects such as
buildings exist still must be excluded from further analyses.

In this study we introduce an approach to account for the effects of flow distortion-
induced tilt angles on the eddy covariance flux measurements. We numerically model
the three-dimensional (3D) wind field around a massive radio tower (including anten-
nas, device boxes and a crane on top of the tower) and remove the flow distortion-
induced tilt angle from the dataset prior to the application of the double-rotation or
planar-fit method.

It should be stressed that the results of the CFD model used within this study only
comprise the changes of the mean vector wind field, which is used to adapt the tilt
corrections in order to improve the eddy covariance calculations of the vertical fluxes.
Hence, the approach presented includes no direct turbulence corrections, but only cor-
rections of the mean wind field which are used to adapt the measured wind to the

reference surface.

2 Methods and materials

2.1 Site description and instrumentation

The city of Miinster has about 272 000 inhabitants and is located in the northwest
of Germany. In contrast to its predominantly agricultural surroundings, the city of
Miinster itself shows similar properties to other towns concerning the massive emis-
sions of CO, (Schmidt et al., 2008). The measurement set-up consisted of a 3D ultra-
sonic anemometer YOUNG 81000V (R. M. Young Company, Traverse City, Michigan
49 686, USA) and an open path infrared CO, / H,O analyser LI-COR 7500 (LICOR,
Inc., Lincoln, Nebraska 68 504, USA) and a particle counter. The military tower used
for the measurements is situated within the urban area of Miinster, 1.8 km east of the
centre of the city.

Due to the predominant southwesterly wind directions, the tower mostly lies down-
wind of the residential areas and the industrial sections of the city. The data of the 3D

wind components, temperature, carbon dioxide, and water vapour were measured and
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recorded at 10 Hz, from 30 May through to 6 September 2007. Fluxes were calculated
for 30-min averaging intervals. The sensors were mounted on top of a military tower
at 65 m above ground level. This height is about 40 m above the rooftops and is more
than three times higher than the highest roughness elements in the surroundings of the
tower (i.e. trees and city buildings). Hence, the measurements were made above the
roughness sublayer (WMO, 2006) and were therefore not affected by flow distortion
due to the surrounding city buildings.

However, some objects were mounted on the top of the tower during the measurement
campaign. These included device boxes (particle counter and LI-COR control box), a
small crane and several dish antennas of different sizes (Figure 1) all of which affected

the wind field at the sonic anemometer position.
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Figure 1: CAD model of military tower: (a) Overview of tower, (b) side view from North (0°)
depicting the top of the tower including antennas, crane and device boxes (particle counter
and LI-COR control box), (c) side view from south (180°) of tower top, (d) top view of tower
indicating the locations of the antennas, crane and device boxes. The label ‘sloc’ indicates the

sonic location. The graduated scale depicts the relative wind sectors with its centre at the sonic

location.
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2.2 Quality assessment of dataset

Several tests were made to ensure a high-quality dataset for further analyses and flux
calculations. These included a WPL (Webb-Pearman-Leuning) correction to account
for density fluctuations when calculating the fluxes of CO, and water vapour (Webb
et al., 1980) and a statistical evaluation of the steady-state conditions according to Fo-
ken and Wichura (1996) and Foken (2008).

Since the variables were measured with separate systems, a time-lag correction was
conducted to synchronise the wind components and scalar variables before calculating
the covariances. The corresponding time series were shifted for each sample period to
find the time-step with maximum correlation (Massman and Lee, 2002; Foken, 2008).
To ensure the applicability of the eddy covariance approach, the level of mechanically
induced atmospheric turbulence, as expressed by the friction velocity u., was obtained
for each averaging interval (Baldocchi, 2003; Foken et al., 2004). Intervals with fric-
tion velocities lower than 0.15 m s! were excluded from further analysis in order to
remove cases of low turbulence (Schmidt et al., 2008). Since we used a direction-
dependent flow distortion correction, half-hourly sample periods with wind direction
standard deviations larger than 30° were also excluded.

The LI-COR 7500 sensor head and a particle inlet were mounted close (0.15 cm) to,
and northeast of, the anemometer. These objects are too small to be modelled, so data
from wind directions between 350° and 55° were not used in the analysis. Due to this

quality criterion just under 9 % of the whole dataset had to be removed.

2.3 Large eddy simulation

In this study, we employ the Large Eddy Simulation (LES) approach implemented in
the open source (GNU General Public License, GPL) code GERRIS (Popinet, 2008)
to model the turbulent as well as mean characteristics of the airflow around the mea-
surement tower. The code solves the 3D time-dependent Euler equations for a velocity
field,

U = —ulU, —vU, —wU, — Vp (1)

with
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V-U=0 2)

and a pressure field p = p(z, v, z, t) defined at location (x, y, z) and time ¢ , for a con-
stant density, incompressible and inviscid fluid. The adaptive mesh projection method
1s based on octree discretization, and a multilevel Poisson solver is used to obtain
the pressure. Complex solid boundaries are represented using a Cartesian cutcell ap-
proach. The temporal discretization is based on a classical fractional-step projection
method. In this study, the numerical model does not include an explicit turbulence
model for turbulence scales smaller than the mesh size. Several authors (Boris et al.,
1992; Porter et al., 1994) have shown that the numerical dissipation due to higher-
order errors associated with the discrete representation of the solution describes tur-
bulent subgrid energy transfer just as well as, or even sometimes better than, more
complex LES models. The method used is described in detail in Popinet (2003) and
was validated in a comparison of in situ wind measurements and numerical airflow
simulations around a research vessel (Popinet et al., 2004).

Previous CFD modelling of the airflow over ships has shown that the wind speed error
is dependent on the relative wind direction, whereas the effect of wind speed on the
wind speed error is negligible (Yelland et al., 2002; Dupuis et al., 2003; Popinet et al.,
2004). Similar results were found for CFD modelling of airflow around a land-based
meteorological tower at two different wind speeds (Perrin et al., 2007). Our mea-
surement site is located well above the urban roughness sublayer. Therefore, shear is
expected to be negligible and the level of turbulence as compared to the high Reynolds
number around the tower’s superstructure (R =~ 10°) is low. Therefore, we used a con-
stant unity inflow (not including initial turbulence nor a complex velocity profile, as
e.g. a logarithmic boundary layer) imposed to the left side of the domain, simple out-
flow conditions to the right side, and slip conditions to the top and walls.

A 3D digital model of the tower was created from 2D drawings using the commer-
cially available CAD (computer aided design) package Rhinoceros (McNeel, 2006).
In order to avoid airflow reflection from the tower at the top and side boundaries, the
cubical domain edge length was set to 150 m, and the 62.5 m high tower (& 2.4 m,
see Figure 1(a)) was placed centrally at the bottom of the domain. The detail of the
solid surface is defined by the size of the mesh cells cutting the solid. This varied from

0.04 m to 0.6 m, depending on the local curvature of the tower. The adaptive mesh ap-
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proach dynamically adapts to follow the evolving airflow, hence uses the finest mesh
at areas of highest vorticity. In order to limit the computational cost, we chose to set
the finest spatial scale to a minimum of 29 cm. Since the measurement was well above
the city’s roughness sublayer, a 3D model of the city was not required.

The simulation starts with a potential flow solution as initial condition: a laminar
regime upstream and a turbulent regime downstream develop over time. The digital
model of the military tower was rotated in the simulation domain by increments of 5°
from 0° to 355° (see segments plotted in Figure 1(d)) to produce individual results for
the 72 separate wind directions. Depending on the relative wind direction, 350 000 to
450 000 grid points were used to resolve the fully developed turbulence regime. The
3D wind vector (u, v, w) was recorded as a time series at a monitoring point located
in the same position as the anemometer (see Figure 1(b) and (c)).

Each simulation ran for five non-dimensional timesteps t* = tU / L, where t is the
time, U is the inflow velocity and L is the domain length. A fully developed turbu-
lence regime evolved before ¢* = 1. Hence, the time window t* € [1, 5] was used later
on for calculation of mean values of 3D wind speed.

Simulated wind speeds (g, 3 ¢ indicates GERRIS flow solver) were obtained using
the averaged time window. The wind speeds are then standardised by their norm U, of
the 3D wind speed at the given wind direction sector number j = 1, 2,..., n. The flow
distortion correction factors f,, , ., thus obtained are then used to correct the measured

wind dataset for the effects of mean flow distortion, see section 2.4.1:

fu Ju
Lo 1=U0" g0 | - 3)
fw Guw

J
The resources necessary to create the digital geometry of the obstacles are small, and
the computational time to numerically model the flow distortion is low. The freely
available LES-code GERRIS can be operated on generic personal computers. We

calculated all 72 simulations on a Linux-cluster in less than one week.

2.4 Correction methods

As a consequence of using wind fields which are affected by flow distortions, the de-

rived vertical fluxes may strongly deviate from the real turbulent vertical exchange
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between the atmosphere and the respective surface. This problem comprises measure-
ments within the sublayer of cities in general, on platforms and towers, or measure-
ments on ships. Furthermore, the measurement equipment itself, in particular when
large instrumental boxes are used, can influence the flow in a way that the calculations
of the vertical turbulent exchange are affected significantly. To account for these ef-
fects of the known obstacles, i.e. the massive tower, antennas, crane, and instrumental

boxes, we used a two-step correction method:

(1) Obtaining wind direction-dependent correction factors from the LES modelling.
Applying the correction factors to correct the measured dataset from flow dis-

tortion effects caused by obstacles deforming the wind field.

(2) Application of the conventional PF and DR methods on the flow-corrected dataset.

2.4.1 Enhancement of the double-rotation method

When applying the DR method, the measured wind vector components are rotated in
order to force the average of the vertical wind component w; to equal zero for each
averaging interval. We further developed this method through incorporation of the
wind direction-related flow distortion corrections, obtained from the LES modelling
described above.

Before rotating the vector components in order to force the averages of w; and v; to
be zero for each averaging interval of 30 minutes, the measured 10 Hz values are
corrected for flow distortion using n correction vectors (for n wind directions), each
containing correction factors f, , ., for the three wind components. We enhanced the
DR algorithm with these correction factors to account for the disturbed local wind

field by a preliminary application of adopted correction vectors:

U U, Ju
ve | =1 v | UL fo . 4)
we )\ wn fo ),

The index 5 = 1, 2,..., n gives the number of the respective sector, i.e. the corre-

sponding meteorological azimuth ¢ of the current wind vector, measured clockwise
from north, and U is the norm of the current wind velocity. The wind vector com-

ponents u,,, v, and w,, are the measured values, whereas u,., v., w. are the flow
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distortion-corrected wind vector components that still include the bias. The following

first rotation can be expressed through:

Uy cos¢p sing 0 Ug
v1 | = | —sing cosep O |- | v. |, (5)
wq 0 0 1 We
with
¢ = tan~! (U) . 6)
Ue

The second rotation, which sets w; = 0 for each averaging interval (in our case 30
minutes), remains unchanged and is, according to Kaimal and Finnigan (1994), given

by,

u cosf 0 siné Uq
v = 0 1 0 1 v |, (7)
w’ —sinf 0 cosé wy
with
0 = tan* <wl> ) (8)
Uy

As the result of the step described by Equation (7), the previously corrected vertical
wind component is forced to be zero for each averaging interval by also using the flow
distortion-corrected horizontal wind components. Hence, we arrive at the final, flow-
corrected and double-rotated wind components u’, v/, and w’ for the calculation of the
fluxes. This provides access to the corrected mean flux which is perpendicular to the
source area.

Finally, the problematic, idealised, assumption of a vanishing mean vertical wind
component for all halfhourly averaging intervals still remains relevant for this flow
distortion-corrected double-rotation (FDR) method. Nevertheless, in contrast to the
DR, the FDR yields the corrected vertical wind component, instead of just setting
w; = 0 for the disturbed wind field.
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2.4.2 Enhancement of the planar-fit method

In contrast to the double-rotation method, the planar-fit method fits the wind compo-
nents to an aligned plane and transforms the measured vertical wind components to
be mostly perpendicular to this calculated surface (Wilczak et al., 2001). The rotation
angles are gained by a multiple regression analysis that respects the averaged wind
vectors of the whole dataset of the respective measurement campaign. The means
of the vertical wind w; are not forced to be zero during each measurement interval
of 30 minutes (for instance). Instead, after the planar-fit adjustment, w is zero when
averaged over all the measurement intervals. After computation of the rotation ma-
trix coefficients the measured wind components can be rotated to the best-fit plane by
transforming the wind vector with the pitch angle «, the roll angle /3, and the offset
bo. The latter also corrects the vertical wind component w. The vertical z-axis of the
anemometer coordinate system is now oriented perpendicular to the mean horizontal
streamlines as defined by the average wind field.

Usually, sectors that are potentially flow-distorted have to be excluded during the cal-
culation of the planar-fit coefficients. These sectors can be identified if the surround-
ing region is known or, more quantitatively, by plotting the measured vertical wind
component normalised by the mean wind velocity U against the azimuth angle.

For the case of a tilted anemometer within an undisturbed wind field, the curve shows
a simple sinusoidal pattern. Deviations from the sinusoidal function indicate flow
distortion (Wilczak et al., 2001; Klipp et al., 2004).

Like its archetype, the enhanced planar-fit method requires two separate steps. First,
the regression coefficients and the rotation angles are calculated. In a second step, the
raw 10 Hz wind components are transformed with these angles and with the respective
by value during the calculation of the turbulent fluxes. Thus, in order to account for the
direction-dependent flow distortions, the correction factors were employed during the
calculation of the rotation angles and the w-offset, as well as during the application of
these corrected transformation values, to achieve a flow distortion-corrected planar-fit
method, hereafter FPF method.

The application of the FPF method for the sectorrelated flow corrections is given

through
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Ue Um, fu
Ve = Um -U fv . (9)
e Wy fuw—(bo / U)

In order to set w = 0 with respect to the complete dataset, all single wind data records
are then transformed by application of the classical planar-fit rotation.

After that, the planar-fit adjusted wind vectors are transformed with the rotation matrix
R

u Ue
v | =R v. |, (10)
w W,
with
cosa sinasinfS  —sinacos
R = 0 cos 3 sin 3 : (11)

sina —sinfcosa  cosacos 3

To achieve the final, flow-corrected and planar-fit adopted wind components u’, v/, and
w’, which can be used to calculate the vertical fluxes, a final, additional rotation turns
the z-axis into the mean wind direction of each averaging interval ¢, so that v; = 0.
This step corresponds to the respective rotation given in Equation (5). Hence, after
calculating the flow-corrected planar-fit coefficients that achieve the constraint given
by w = 0, these adapted coefficients are applied to the measured wind values during
the flux calculations in the second step. Consequently, the calculated fluxes, gained
through the FPF approach, yield the true vertical fluxes of the original wind field at the
tower and the applied role and pitch angles are not affected by the obstacle-induced

distortions.

2.4.3 Potential and limitation of presented method

We are suggesting a method to correct flow-distorted wind fields for the flow distortion-
induced tilt angle, prior to the tilt angle correction which is caused by the imperfect
vertical alignment of the sonic anemometer itself.

This method is basically applicable to any environment as long as a 3D model of the
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measurement platform and of the immediate vicinity of the anemometer is available
for the CFD simulation. A limitation, however, lies in strongly fluctuating wakes
upstream of the sonic which would increase the variance of the obtained correction
factors.

Such distortion effects of obstacles upstream of the sonic location which do not only
deflect the wind field, but also generate additional turbulences, can not be corrected
by our approach.

In our application, the obstacle having the largest influence on the measurements was
the dish antenna (& = 1.8 m) in the southwest direction (see Figure 1(d)), which was
located 2.2 m below the sonic anemometer. A second monitoring point, set 1.5 m
below the sonic location and 0.7 m above the dish antenna, showed high standard de-
viations (~40 %) of the simulated vertical wind speed for southwest wind directions.
This high variance indicates generation of turbulence by the antenna, besides its effect
on the mean wind field. The correction factors obtained from the same wind direc-
tion show comparatively low standard deviations (<5 %) at the higher sonic location.
Therefore, it can be assumed that the influence of the antenna at the sonic location was

mostly restricted to wind field deflection.

3 Results and discussion

The distributions of the observed wind directions in Figure 2 shows that the westerly
to southwesterly wind directions predominate, whereas the north and northeasterly
wind directions, which were partially affected by the upwind LI-COR 7500 sensor
head and aerosol inlet, are fairly rare.

The wind velocities are typically Weibull-distributed with a wind speed average of

4.4 m s for the whole measurement campaign.

3.1 Large eddy simulation

The snapshot of a CFD simulation at 190° wind direction (Figure 3) shows a ‘worst-
case scenario’. The wind vector field pattern clearly displays the flow distortion caused
by the tower and its superstructure. The dish antenna upstream of the sonic location

causes severe vertical deflection and an updraught develops directly behind it. The
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Figure 2: Percentage frequency distributions of wind direction and velocity obtained at the

military tower over the complete measurement period during spring and summer 2007.

boxes below the sonic location and the crane downstream further increase the inci-
dent angle of the wind field. The resulting vertical deflection leads to a vertical dis-
placement of the streamline passing through the sonic location. This results in a flow
distortion-induced tilt angle at the sonic location. The horizontal measurement plane

is, in this case, oriented upwards.

The three mean wind components u (inflow), v (lateral) and w (vertical) at the sonic
location are obtained from the CFD model (see Figure 1). The wind components
and v, as defined in the CFD modelling domain, turn with the tower geometry in 5°
steps, with u always being aligned with the inflow, and v being perpendicular to u.

As depicted in Figure 4, the relative wind speeds (measured speed expressed as a frac-
tion of the undisturbed speed) indicate clearly the wind direction-dependent effect of
flow distortion as caused by the obstacles at the top of the tower. All wind sectors
are affected by the flow distortion, even those without any antennas or other obstacles
upstream. This is the basic flow distortion caused by the massive tower’s body plat-

form. Additional wind speed errors are caused by the smaller obstacles. The highest
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Figure 3: Flow pattern around the top of the tower at 190° relative wind direction. The
velocity vector field indicates strong flow distortion due to the tower structure, antennas, device
boxes and crane. The streamline passing through sonic anemometer location is elevated by
the tower and its superstructure. The 190° cross-section is coloured in grey according to the

vertical wind speed; dark grey indicates elevated positive wind speeds.

accelerations (up to 14 %) of vertical wind speed w are found at south-south-westerly
wind directions when the biggest and uppermost dish antenna is upstream of the sonic
location. The acceleration of the horizontal wind component u is decreasing from
8.5 % at 0° relative wind direction to 2 % at 180°, and increasing back to 8 % at 355°.
The minimum in u for southerly winds is due to the fact that the sonic location is not
at the centre of the tower, but 1 m south-southwest, meaning a longer distance of wind
field contact to the tower during northerly winds with higher speed errors, and vice
versa. The lateral wind component v is the least affected, except when winds are from
south-southwest where the biggest dish antenna was mounted. From additional flow
distortion modelling, excluding the device boxes from the CAD model, it was found

that the device boxes account for 4 % of the 5 % acceleration in v.
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In order to apply the correction factors from CFD modelling to the meteorological

coordinate system used during measurement, with v positive to north and u positive

to east, the CFD coordinate system was rotated into the meteorological one.
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Figure 4: Modelled data at the sonic anemometer location. The ordinate indicates the relative

acceleration (as a fraction of the undisturbed speed) of horizontal and vertical wind compo-

nents against relative wind direction.

3.2 Enhanced planar-fit method with flow correction

In Figure 5 the measured wind velocity values before (a) and after (b) the flow correc-

tion are shown together with the calculated best-fit planes. The flow distortion clearly

affects the calculated rotation angles and leads to a strongly sloped plane which is

needed to achieve the criterion that w equals zero after the PF rotation. This is also

supported by the relatively high offset by of 0.28 m s which is caused by the uplift of

the streamlines at the cylindrical shape of the tower.
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In contrast to that, the best-fit plane after flow correction in Figure 5(b) is only related
to the tilt angle caused by the anemometer slope against the surface without the effects
of the flow distortions. Moreover the greatly decreased by value of 0.085 m s! now can
be interpreted as the anemometer offset and the effect of the uplift of the wind caused

by the tower’s superstructure is no longer included, or at least essentially reduced.

a) Raw values b = 0.276, ¢ = 2.25, p=-3.98  b) Fcor b, = 0.0854, o = 1.49, p = -0.85

Figure 5: Mean vertical wind speeds of sonic anemometer as a function of horizontal wind
speeds for (a) as measured, (b) flow distortioncorrected data, (c) after subtracting the best-fit
plane from raw data, and (d) after subtracting best-fit plane from prior flow distortion-corrected

data. The rectangles indicate the best-fit planes.

In Figure 6(a) the measured raw mean vertical wind velocities and the respective val-
ues after application of the flow correction (Equation 4), both plotted against wind
direction, are shown. The consistent lift of the trajectories appears in the data from all
wind directions (Figure 6(a)). Furthermore, the curve showing the raw values of the

vertical wind velocity, w,..,, exhibits a large peak at the segment where the big dish
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antenna was mounted (i.e. between 170° and 210°).

By contrast, the second and somewhat broader peak between 210° and 250° from
north is caused by stronger winds coming from westerly directions. To exclude this
phenomenon from data interpretation, the tilt angles were calculated and are shown in
Figure 6(b). The tilt angles of the measured mean raw data clearly show the strong
peak in the direction affected by the big dish antenna.

The uplift effect as well as the antenna-related peak could be removed from the data
through the flow correction algorithm wy.,, as presented in Figure 6(a). Thus, due
to the typical sinusoidal shape in the direction-dependent plot of the flow-corrected
mean vertical wind component or the tilt angle respectively, it can be stated that the
new method significantly improves the quality of the wind data by transforming the
distorted flow into a corrected orthogonal wind field. These wind components can then
be rotated by the DR method or PF method, in order to align the vertical component

perpendicular to the surface and to calculate the turbulent vertical fluxes.

3.3 Flux comparison

Fluxes obtained with the eddy covariance method applying different correction meth-
ods (DR, FDR, PF, FPF) are displayed in Figure 7. While the buoyancy, momentum
and water vapour fluxes show radiation and meteorologydriven diurnal patterns with
peaks around midday, the CO, fluxes show pronounced emissions in the morning
hours, caused by the rush-hour traffic. The CO, fluxes are positive through the entire
day since the uptake of CO, by vegetation in the urban footprint is relatively small.
Comparing different methods, the PF approach yields the lowest absolute results for
all parameters (Figure 7). For buoyancy, CO, and H,0 fluxes the DR method yields
the highest fluxes, showing the same qualitative pattern in the course of a day. The
momentum flux shows the largest differences between the methods. This is because
the momentum flux incorporates the flow-distorted horizontal wind components (u, v)
as well as the vertical wind component (w).

For an overall comparison over a one-month time period, the means of momentum
and buoyancy fluxes as well as the mean diurnal net fluxes of CO, and water vapour
are listed in Table 1 and Table 2.

Applying the PF method at the described measurement platform would result in a
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mean momentum flux underestimation of 26.6 %, compared to the FPF method (Ta-
ble 1). The buoyancy fluxes show the smallest difference between the flow distortion-
corrected methods FDR and FPF of 3.0 %.

The effects of flow distortion are also significant in CO, and water vapour fluxes. The
mean diurnal net flux calculated using DR (Table 2) is 14.7 g m2 d°!, which overesti-
mates the CO, flux by 15.4 % compared to the FPF method at 12.8 ¢ m? d™!. This is
similar to the water vapour flux, yielding 1171 g m? d! using the DR method, which
is 8.1 % higher than using the FPF method.

The comparison of the correction methods shows that the methods which incorpo-
rate the flow distortion correction exhibit lower fluxes than the DR method. The FPF
method results in the lowest fluxes compared to the FDR method.

The flux calculations of CO, and water vapour comprise also the WPL-correction to
account for density fluctuations. The magnitude of the WPL-correction for CO, fluxes
is up to 20 %. Hence, for the CO, fluxes of this study, the magnitude of flow distortion

correction is about the same as that of the WPL-correction.

Table 1: Mean fluxes for one month, August 2007.

Momentum flux (m? s2) Buoyancy flux (K m sh
Correction method FPF FDR DR PF FPF FDR DR PF
Mean flux —0.168 —0.179—-0.17 —0.123 0.0214 0.022 0.0228 0.0198
Difference relative to FPF (%) 7.1 1.7 —26.6 3.0 6.5 -7.5

Table 2: Mean diurnal net fluxes for one month, August 2007.

CO, (gm?2dh) H,0, (gm?2dh)
Correction method FPF FDR DR PF FPF FDR DR PF
Mean diurnal net flux 128 14.1 147 120 1083 1154 1171 989

Difference relative to FPF (%) 103 154 —-6.3 6.5 8.1 -88
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4 Summary and conclusions

In this study, we presented a novel approach to apply flow distortion modelling to tilt
angle correction methods for eddy covariance flux measurements.

We numerically modelled the 3D flow distortion around a CAD geometry of a ra-
dio tower for 72 wind direction sectors, employing large eddy simulation (LES). The
tower’s superstructure has a strong impact on the wind field upstream of the sonic
anemometer, forcing the streamline to lift vertically prior to reaching the wind sensor’s
location. Flow distortion correction factors (f,, . .,) for each simulated wind direction
were obtained. We enhanced two commonly applied correction methods, double ro-
tation (DR) and planar-fit (PF), allowing corrections of flow distortion-induced tilt
angle, in addition to the sonic anemometer tilt angle.

The flow distortion correction factors were applied in a two-step scheme:

(1) We corrected each 10 Hz wind speed component (u, v, w) with mean wind
direction-dependent correction factors as derived from the computational fluid

dynamics (CFD) modelling.

(2) We applied the common DR and PF methods on the flow distortion-corrected

dataset.

The combination of steps one and two yields the flow distortion-corrected DR (FDR)
and flow distortioncorrected PF (FPF) methods.

Since the method implies the constraint of vanishing sectoral vertical wind veloci-
ties without forcing the vertical wind to zero for each averaging interval, we regard
the FPF method from the methodology point of view as the most appropriate tilt cor-
rection method for measurements in complex environments with unavoidable flow
distortions.

The procedure of the FPF and FDR algorithms provide the ability to calculate the
undisturbed mean geometry of the original wind field as it was before approaching
any nearby obstructions. This enabled us to calculate the vertical fluxes that repre-
sent the respective fetch area and minimises the errors that unavoidably occur when
using the disturbed microscale wind field as the reference for eddy covariance calcu-
lations. The presented method is principally applicable to any complex measurement

environment. However, a limitation is given by strong turbulent wakes that are caused
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by obstacles directly upstream of the sonic location. This would worsen the accuracy
of the flow distortion correction factors. Furthermore, the turbulence created by such
closely located obstacles can not be corrected by our approach, and would contami-
nate the flux measurements with respect to the source area.

The enhanced tilt correction methods, FDR and FPF, were applied to flux measure-
ments conducted in summer 2007 over an urban area. The largest differences (PF
relative to FPF) are found for the momentum flux with 26.6 %, which is due to the
fact that flow distortion not only affects the vertical wind, but also the horizontal wind
components which are all used in the calculation of the momentum flux. The CO,
and H,O fluxes exhibit significantly higher values if the commonly used DR method
is used instead of the FPF method, 15.4 % and 8.1 %, respectively. Hence, the mag-
nitude of flow distortion correction of CO, fluxes is in the same order as that of the
WPL-correction, up to 20 %.

The flow distortion effects discussed here are only caused by the superstructure of
the tower well above the city canopy. However, towers or masts that are closer or
even within the urban canopy (e.g. on buildings, within street canyons) or on large
platforms (e.g. ships or oceanic platforms) are subject to more severe flow distor-
tion effects. Therefore, the expected flow distortion-induced flux errors under such
conditions are potentially very large, even for the best wind sector selection. Hence
measurements in such complex environments definitively need to be corrected for flow
distortion.

The further development of approaches to account for the effect of complex flow dis-
tortions on flux measurements is a challenge for future studies that should combine
modelling and experimental concepts. This is especially so for the development of
methods which incorporate the correction of the turbulence regime itself created by

nearby obstacles.
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