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IONOSPHERIC CLUTTER EFFECTSON MONOSTATIC HF SURFACE WAVE
RADAR SYSTEMSAND CLUTTER MITIGATION TECHNIQUES*

Bulent Sen, Burak Polat
TUBITAK Marmara Research Center , Information Technologies Research Institute,
P.O. Box 21, 41470, Gebze, Kocaeli
Tel: 90(262) 641 23 00 /4753 or 4822 Fax: 90 (262) 646 31 87
E-mail: bulents@btae.mam.gov.tr , polat@btae.mam.gov.tr

ABSTRACT

Inthisstudy, the reflected Sgnd from theionosphere in monogtetic HF surface wave radar sysemisinvestigated in terms of amospheric
atenuation and Doppler spectrd dispersion, by Chapman distribution and auto-correlation function when the processis ationary and
timevariant, respectively. The modd-based andysis showsthat doppler dispersion characteristics of the signdl reflected from theionosphere
isnot only highly dependent on zenith angle, radar operating frequency and turbulance vel ocity, but degradesthe performance of the radar
system aswell. In order to improve the detection performance, clutter and interference mitigation techniques explaiting adaptive signdl
processing is reviewed with theincorporation of main and auxiliary antenna.system overwiev.

Key Words: HF radar, ionasphere, dectron number density, interference cancellation, adaptive processing.

MONOSTATIK YF YUZEY DALGA RADAR SISTEMI’NDEKI IYONOSFOR
KARGA ASI ETKILERI VE KARGASA BASTIRMA TEKNIKLER]

OZET

Bu ¢alismada, monostatik HF yiizey dalga radar sisteminin alicisindaki sinyalin ugradig1 atmosfer zayiflamast ve doppler izgesi
dispersiyonu, atmosferdeki elektron yogunlugunun duragan oldugu halde Chapman dagilum ile, zamana bagh oldugu halde ise dzilinti
ilevi ile modellenerek incelenmigtir. fyonosferden gelen sinyalin doppler izgesindeki davramginin giinesin Zenith agis, radar galigma
frekanst, tiirbiilans hizi gibi birgok parametreye baglilig irdelenmis ve radar sistem ba armimna etkileri ortaya konmustur. Radar sistem
bagarimin arttirmak icin uyarlamali sinyal isleme yordamlari incelenmis ve iyonosfer kargasasi ve girisim sinyallerinin bastirilmast icin
ana ve yardime1 anten sistemleri gdzden gegirilmistir.

Anahtar Sozciikler: HF radar, fyonosfer, Elektron yogunlugu, Girisim siizme teknikleri, Uyarlamal isaret isleme

[.INTRODUCTION

In HF surface wave radars, while mogt of the energy
iscoupled tothesurface of theearth, Still someportion
is radiated upwards and under certain conditions

reflected back from the ionosphere. This reflected

Sgnd & therecaver isether multipath clutter or sdif
interference. As far as the HFSWR is concerned,

echoesfrom theionogphere are unwanted signdls. It
isimportant that the HF surface wave radar system
can digtinguish these unwanted signals from the

legitimate targets.

The detection performance of HF radar is mostly
limited by external noise which can be divided into
three categories as amogpheric, gaactic and man-

made (CCIR, 1988). At the lower portion of the HF
band (3-10 MHz), atmospheric noise usualy
dominatesand the externa noiselevel is40-60 dB
higher than thermal noiseand subject to diurnd and
seasond variationsasaresult of tempord and spdtia
variations of amospheric layers.

Doppler and multipath dispersion characteristics of
ionospheric signd plays an important role in HF
communication systems and has been investigated
for decadesin literature (cf. Davies, 1965). Multipath
dispersion characterigtics of ionospheric clutter in
time domain have been extensively studied and
verified with measurements by Bailey (1959) and
Sdaman (1962).

* Thiswork is sponsored by Turkish Navy Research Center Command (ARMERKOM)
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Time variant phase path of asigna which results

from tempora characterigtics of theionosphereleads
to adoppler spread distortion. Besides, phase path

of the propageted Sgnd through amosphere depends
on variaions and dynamics of the total electron

content (TEC) in tropogphereand ionosphere. Spatid
variation of TEC resultsfrommogtly solar radiation
and partly cosmic rays. With sunrise, solar radiation
dartsto heat up the upper amosphere and triggers
the ion production which undoubtely is the main

sourcefor multipeth and doppler frequency dispersion.
Thus, the pogition of the sun is the key factor in

predicting theionospheric clutter sgnd srength and
its frequency spread in doppler spectrum.

The Sun directly owerhead

Ground

Fig. 1 Variation of zenith angle according to the position
of thesun

InFigure 1, ( gandsfor the zenith angle of the sun
and is defined asthe angle between the sun and the
zenith direction. Inthisstudy, amode! isbuilt up for
invedtigating the impact of the ionospheric clutter
on the HF surface wave radar system performance
under the smplified restrictions given below:

* Magnetic field effects are neglected,

* Theionosphere is taken asa single and uniform
layer,

* The ionospheric clutter is assumed to originate
from upward (overhead)

* Zero refractivity is assumed in layer D.

IONOSPHERIC CLUTTER EFFECTSON MONOSTATIC
HF SURFACE WAVE RADAR SYSTEMSAND CLUTTER
MITIGATION TECHNIQUES

[1. STRUCTURE OF THE IONOSPHERE

For moddlling theionosphere, Chapman Layer moddl
(Davies, 1965), which includes the dependence of
both the zenith angle and height to TEC variation,
isadopted. Inthismode the lectron number density

isgivenby
N(x.z)= N exp{% [1- z-sec(y) exp(—z)]} 1)

where, N[m¥], electron number density, N, [m™?],
pesk electron number dengity, y ( [rad], zenithangleH
[m], scale factor, h[m], height, hO [m], height at
which the peek electron number density occurswhen
the sun is directly overhead and z = (h-hy)/H.

[1l. THE IONOSPHERIC MODEL

Inthemodd the aimosphere comprisestroposphere
andionogpherelayerswith refractivity profilesgiven
below:

Zenith direction NN L . 10shsh
Y= {1(?;f,t)—ﬂo(r;f’t)+Ar‘l(r’f't) hehet, @

[V. FORMULATION

Thetrangmitted Sgndl from amonodtatic radar having
agaussan pulseshapewith carier angular frequency
oy(=2nf[rad/s] can be expressed as

f(t)= Avexp(-t'120")exp] j(ot+mt*/2)] (3
In (3), isthe sgna amplitude, ( is the sandard

deviation in the gaussian ditribution. The frequency
sweep rateistaken asm=0 [rad/s] inthe model.

ionogphere
troposphere
monogtatik radar ground

Fig. 2 Ray path of the HF radio sgndl
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After reflecting back from theionosphere, thetime
function of the received signdl can be given as

o0

1 . .
F(0=5- [fo)eal-ip(@)exljotdo (@)
where exp[-] ¢(w)] is the transfer function of the
ionosphere (Millman et.al., 1971). g(w)is the
frequency dependent phase shift introduced by the
ionospherewhich, for oneway tranamission path, is
R

: 0]

(P(®)=(Pr(®)—J(Pi(C°)=2€Jnds 5
0

Replacing (5) into (4), the reflected signal can be

rewritten as

©

== [fo)eal-g @)ertiolds ©
Since f(t) is gaussian with narrow bandwiath, the
integral (6) can be approximated as

F() = 5-0l-0 0] 1(0)egi-To oledt oo (7

F(1)

—o0

F can be evaluated to give (Millman et.d., 1971)

1 —1 (pr"(wo)
F(r) =] (o)A m 1™ ———
o1+ mp, (wo)

exp[—rzl 2 ?n} 8

Xexp

j| 0,T+0 /(w)+m52
)0t 0P Ot =

where,
A

*temoto iy @] 2)1““”“"[{“”“@(wo>2+(<p<wo)/oz)ﬂ
Wy) +(0 (®) /0

©)

ad t=t-0, ()

F(t) isthe received Sgnd when agaussan sgnd is
trangmitted from the transmitter and reflected back
fromtheionosphereto thereceiver. Thesgnd shepe
in doppler spectrum can be obtained after aFourier
trangformation is performed.

SEN AND POLAT

V.MODELING OF ELECTRON NUMBER
DENSTY

Theauto-correlation of electron number density
variation between any two pointsin the ionosphere
isdefined asfollows:

E[N(R)N(F%)} =C(R-R) (10

Thewell-known Gaussan diribution is selected for
the mathematica expression of C(r) auto-corrdlation
function (Millman €. d., 1965)

C(r) =0 exp| -nr*/42%|,r20 (1)

where 6> = C (0) is the mean squared value of the
refractiveindex fluctuationand A [m] istheturbulance
width. In the model, N(h) stochastic process is
obtained by using eigen decomposition of electron
number density auto-correlation function.

VI.SSMULATION RESULTS
Theflow diagram of the agorithm used in the model
Isdepicted in Figure 3

Input parameters Compufing & from

Ny fo o T, DTC, by, hr, C(1) N(E"i\'ti)
v
I | Obtaning F(y) |
Determining N(&; ) !
(i=0, ngKB End upwith F(A ) by exploiting
Discret Fourier Transform

Fig. 3 Flow diagram of the gorithm

Where,

& [m] : Reflection point in the ionosphere,
f.[MHZ : Criticd frequency,

T[] : Pulsewidth,

DTS[sn)] : Pulse repetition frequency,

K. Number of pulsestransmitted within integration
time
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150

100

Height (km)

0O 01 02 03 04 05 06 07 08 09 1

Refractive Index (Real)
Fig, 4 Refractiveindex variation with height (Ng=1.0062- 1012, hy= 100km and (3 =0°)

Sncetherefractiveindex istaken asunity thorough  and redistic model, the parameters Ny and hyinthe
D layer, transmitted Signdl is not subject toany ~ Chapman Model need to be chosen such that the
refraction up to hy. Any HF radio wave penetrating ~ mathematical formulation reflectsthe actua physicd
into the ionosphere undergoes areflectionatany  phenomenagivenin Figure4.

point hy ,(hy <hy <h;) wherethered part of the  Thedependence of the doppler frequency dispersion
complex refractiveindex (n=n, jn;) goesdownto  of the propagating Sgnal to the turbulence velocity
zero (see Fig. 4). Inorder to establish an accurate isdepicted inFigure 5.

XN k]

i)

j o
2 I 1
= g -
o i
B B,
40} -0

=10 L3 t.l & o L3 ‘3“- 0 £ a & (-] [
Doppler frequency [Hz] Doppler frequency [Hz]

o

a

1]

! 1.
i e
B e
& i

)

o 3 v 5 M = %ﬁ -H:I & 3 i 'I'.I k3
Doppler frequency [H) Deppler frequency [Ha]

Fig. 5 Doppler dispersion of the received signdl. fo = 3 MHz, turbulence velocity v = 150, 300, 450, 600 m/sn,
turbulence width tw = 200 m, zenith angle = 00
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It is seen in figure 5 that a 5 = 00 the doppler
digtribution of theionogpheric clutter broadenswith
increasing turbulence velocity, while the spectra
density decreases gradualy.

17.7636
17.4424

171212

Spectral Power Dengly [dB]

16.8-
0 15 0 50

ZenithAngle[deg ]
Fig. 6 Variation of theionospheric clutter power density
withthe zenithangle

As seenin Figure 6, the spectral power dengity of

the received signal from the ionosphere increases

(atmaspheric attenuiation decreases) with increasing
zenithangle. Theempiricd formulasin theliterature
[Davies, 1965] also meet with thisfact and moreover,
the probebility of the degradetion of theradar detection
by ionospheric clutter increases.

Three methods can be deduced from the above
investigationsin order to minimize the severe effect
of ionospheric clutter on redar system performance::

* Take the measurements & the moment when the
zenith angle approaches zero

* Alter the operating frequency whenthe zenith angle
isdifferent from zero.

* Prediict the critical frequency a thetime of the day
and choose an operating frequency higher than the
critical frequency ensuring no reflection from the

ionogphere.

VII. IONOSPHERIC CLUTTER
SUPPRESSION TECHNIQUES
Theradar sygem performanceisbasicaly determined

SEN AND POLAT

by the characteristics of the radio frequency
interference (RFI) source around the operating
frequency. At HF band, the receiver systemispurely
externd noiselimited and the Srength of the reflected
Sgnd fromthetarget issometimesvery low compared
tothe externa noise. The RFl isa random process
and it is quite challenging to filter out the RFI
component from the received Sgndl.

In order to minimize the RFl signal or the clutter
power, advanced Signd processing techniques are
employed anong which are

* Suppression techniques for clutter signal with
known direction of arrival

* Suppression techniques for clutter signa with
unknown direction of arriva

In corregpondence, therearetwo mgor clutter Sources
for HF surface wave radar operations: (Sevgi, etd.,
2001)

* |onospheric Clutter
* Co-channd Interference

lonogpheric clutter isasigna with known direction
of ariva (DOA) to the recalver, and created by upward
radliation from the antenna to the ionosphere, caused
mainly by antennas over poor ground and without a
ground screen. For filtering this type of interfering

sgnas, auxiliary antennas are widely used. Asthe
ionospheric dutter isidenticd tothetransmitted Sgnd,
auxiliary antennas need to be co-polarized (vertica

polarization) with the main antenna system.

Co-channdl interefering Sgndl, which may havethe
same DOA, is one of the major problem for HF
surface wave radar in 2-10 MHz frequency band.
lonospheric conditions at night time favor the
propagation of radio sgnals over long distances
(Leong, 2000). This increases the number of
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interfering Signals at a given radar Site, making it
sometimes impossible to find a clear channel to
operate the radar. To suppress the co-channel
interfering signdl in the main signal, horizontal
antennas orthogond to that of the radar sgnd are
used to capture the interfering signd, but not the
verticaly polarized radar Sgndl. In prectice, however,
itisdifficult to achieve acomplete rgjection of the
rdar Sgndl at the outputs of the horizonta antennas
which, in any case, gives better performance than
vertically polarized auxiliary antennas.

Sky wave interfering signas like co-channel
interference, are the type of signalswith unknown
DOA. Therearetwo waysto filter out this type of
interfering signals from the received signd :

* A passive monitoring sysemwith the primary am
of finding clear channelsfor radar operation isused.
After aquiet channl is captured, frequency agility
is exploited to operate the radar in a more quiet

frequency band for arobust and reliable detectability.

IONOSPHERIC CLUTTER EFFECTS ON
MONOSTATIC HF SURFACE WAVE RADAR SYSTEMS
AND CLUTTER MITIGATION TECHNIQUES

* Horizontal antennaswith the aim of catching just
theinterfering signa are used incorporated with an
adaptive Sgna processing method for cancellation.

Severesgnd digtortion may occur if the unwanted
transmissionis propageted through ahighly perturbed
ionosphere, asiscommonly the casein theequatorid
Fregion or the aurord zone. In these circumstances,
the spatia characterigtics of the received HF signas
may exhibit sgnificant tempora variability over the
required coherent integration time (CIT). If the

adaptive beamforming weights in the adaptive

processor are held condtant, it is obvious thet this
degradesthe cancdllation performance of the adaptive
system asaresult of tempord variationsinthe gpatia
gdructure of the interfering Sgnals. Therefore, the
adaptive weights need to be updated in certain

intervals to tune the adaptive system to tempord

variationsand to achieve better adaptive processing
performance.

Fig. 6 Generic configuration of Side-Lobe cancellation system (Leong, 2000)
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VIIl. SDELOBE CANCELLATION TECHNIQUE
After the adaptive processing shown in Figure 6 for
thetarget Sgndsand theinterfering sgnasfromthe
samedirection, theinterference sgnd aswell asthe
target signdl is suppressed by around 25 dB which
leads to a failure to detect targets close to the

interference direction (Leong, 2000). Thisfailurecan
be tackled if horizontal antennas auxiliary antennas
aeusad.

In conclusion,

* For thetarget Sgndl coming fromthe samedirection
astheinterfering signal, both the interfering and the
target Sgnalsare cancelled when thevertica antennas
are used asauxiliary antennas. However, the target
sgnd ispreserved whiletheinterferenceis cancdlled
when the horizontal antennas are used asthey could
not receive a portion of the target signal.

* Dueto thefact that the interference components
received by Smilar antennas are more correlated than
those received by different antennas, the interference
could be suppressed more substantially and
interference plus noise floor could belowered which
|leadsto abetter detection & receiver, when auxiliary
vertical antennas are used. Thus, using vertical
antennaswhen thetarget Sgnd and interfering signdl
coming from different direction, outperform, leads
to an enhancement in radar detection reliability.

IX.ASIMPLE TECHNIQUE ASSOCIATED
WITH ANANTENNA SYSTEM PROPOSAL
FOR INTERFERENCE SUPPRESS ON

Onecanintroduce an antennasystem for interference
suppression with the following assumptions:

* Target and interfering Sgnals are coming from the
samedirection,

* Tranamitter and receiver antennas are | eft-handed
circularly polarized,

* Auxiliary antennas are right-handed circularly

polarized.

SEN AND POLAT

This smple technique is outlined as follows :

X =R +1_ (15)
X, =R +1, (16)
Here,

Ry : Target Sgnal & main antenna system receivey,
| Interfering Sgnal from the same direction asthe
target Sgnd,

R, : Target signd at auxiliary system receivey,
|+ Interfering Signal a auxiliary system receiver,
X Totd dectric field expresson & main antenna
receiver end,

Xa: Totd dectricfidd expresson a auxiliary antenna
receiver end,

Mathematical expressions of Ry, and |, are:

R = ,/2R12[Cosy.>2 +dn y.ej'?y]

| =1,% (left-handed, circular polarization) (17)

R, = J2R? [Cos v.X+ 9n y.ejE.Y}

|, =1,x  (ighthanded, circular polarization) (18)
In (17) and (18) v stands for the angle between
horizontd and vertical component of thetotd ectric
field

If I, and I, interfering Signals have closer signdl
srength vaues, interfering signa component. will
be filtered out by the technique, leaving only the
target signal component at the receiver output.

|

Fig. 7 Schematic diagram of interference suppression
technique
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Total electric field expressions at the main and
auxiliary antennareceiver ends can be obtained from
(17) and (18) as

Xy = -\/Z_Rf[Cosv-?H sinve'? 'V}L Lx (19

. ['\/W[COSY'“ Snv-ej';-VL m}'e“‘ (20)

X’:Xm+Xa (21)
x*:zJﬂ%Snye';y (22)

Itisseen from (22) that the amplitude of the output
sgnd doublestheamplitude of theinput of themain
system receiver after the interfering signal is
minimized (idedlly filtered out). Signd strength is
amplified while suppressing the interference.

In conclusion, if Ieft and right-handed circular
polarized antennas are used, the interfering sgnal
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may be mitigated (idedly completely suppressed)
and the signa strength is amplified as well.

X.CONCLUDING REMARKS

In this study, the generation of ionogpheric clutter
and its severe effects on the detection performance
of monogtatic HF surface wave radar system are
investigated in assodiaionwith dutter and interference
mitigation techniques exploiting adaptive signal
processing.
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DETERMINING ANTENNA FACTORSFOR EMC MEASUREMENTS

Bahattin Tiiretken ~ Ali Thsan Yiirekli Mehmet Yazic
TUBITAK-UEKAE P.0.Box 74 41470 Gebze, Kocaeli, Turkey
e-mail: bahattin@uekae.tubitak.gov.tr

ABSTRACT

In this sudy, abrief information on standard methods for determining antenna factors (AF) for electromegnetic competibility (EMC)

meesurementsis presented. Additiondly, anew method of antenna factor measurement for 1m calibration has been introduced. Standard
Site Method has been improved for obtaining 1m antennafactors a Open Area Test Site (OATS). Also antennafactor determination

ingde GTEM Cdl isinvedtigated. Calibrationswith Sandard and alternative methods are performed and the reliahility of these methods
arediscussed in the light of measurement results. Antenna factors of two UK National Physical Laboratory (NPL) calibrated antennas
(iconic and small-sizelog periodic) arefirst determined on TUB<TAK - UEKAE premises using standard methodology and reslts are
compared. Antenna factors of biconic, log periodic and horn antennas have been obtained by using standart and dternative different

methods. Resultant data are compared with original (NPL) and user (TUB<TAK-UEKAE) data. A good agreement between the NPL

measurement and TUBI TAK-UEKAE measurement has been found.

Key Words: Antenna factor, Equivalent capacitance subdtitution, Sandart site, Reference antenna, Electromagnetic compatibility
EMC OLCUMLERI iCIN ANTEN FAKTORLERININ BELIRLENMESI

OZET

Bu calimada, elektromanyetik uyumluluk 6l¢iimleri igin anten faktorii belirlemede standart yontemler hakkinda kisa bir bilgi verilmitir.
Ayrica, 1m kalibrasyonu igin yeni bir yontem Onerilmistir. Standart ve alternatif yontemler kullanilarak ol¢imler gergeklestirilmistir.
Standart saha yontemi, A¢ik Saha Test Alani'nda (OATS) 1 m'lik anten faktdriinii elde etmek igin geligtirilmistir. GTEM Hiicresi icinde
anten faktorii belirleme yontemi de incelenmistir. Standart ve altematif yontemlerle kalibrasyonlar gergeklestirilmis ve bu yontemlerin
giivenilirligi, dlciim sonuglan 1§1mda tartisthmugtir. ingiltere NPL alibreli iki antenin (bikonik ve log peryodik) anten faktorleri, TUBITAK-
UEKAE EMC TEMPEST Test Merkezi tesislerinde belirlenmis ve 6l¢tiim sonuglart kargilagtirlmustir. Bikonik ve log peryodik antenlere
ek olarak bir adet horn antenin de anten faktdrleri, standart ve alternatif yontemler kulalnilarak elde edilmistir. Sonug verileri, orijinal
(NPL) ve kullanic (TUBTAK-UEKAE) verileriyle kargilagtmmstir. NPL ve TUBITAK-UEKAE 6lgiimii arasinda uyumluluk
gozlenmistir.

Anahtar Sozciikler: Anten faktorii, E deger kapasite yerine koyma metodu, Standart saha, Referans anten, Elektromanyetik uyumluluk

|-INTRODUCTION

Determining the antennafactor (AF) isamgjor Sep
in making accurate field strength measurements for
EMC compliance. Therearewell-established antenna
caibration methods (ANS C.63, 1998) to calculate
theseantennafactorsa OpenAreaTest Stes(OATS).
However, dternative methods utilizing different test
setup and sites, like Gigahertz Transverse
Electromagnetic (GTEM) Cdll (Branaughet.dl, 1992,
Tretken et.a, 2001) and Full Anechoic Chamber
(FAC), (SAEARP958, 1999) are dso brought forth
in recent years (TUretken et.d, 2002).

I1- METHODS OF ANTENNA FACTOR
DETERMINATION

Antennas and sensorsplay animportant rolein EMC
compliance testing. The accuracy of calibretion of

these devices determines the accuracy of radiated

emissions (RE) and radiated immunity (RI) test

results.

Antenna cdibration isthe process of determining the
numerica relationship, within an overd| stated

uncertainty, between the observed output of a

measurement system and vaue, based on Sandard

sources, of the physical quality being measured.

The antennafactor (AF) isaratio of measured E or
H-field strength to the induced voltage delivered at
the output of the antenna. AF must be highly accurate
and the equipment used for measurement must be
traceableto anationa Sandard.
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Antenna factors can be accurately obtained using
different methods. These methodsare: Standard Site
Method (SSM), Reference AntennaMethod (RAM)
and Equivaent Capacitance Subdtitution Method
(ECSM).

Some commonly used standards for determining
antennafactors are given below:
* Rod Antennas (9 kHz - 30 MHz)
SAEARP98Rev D
ANS| C635-1998 (ECSM)

* Biconica Antennas (30 - 300 MHz)
ANSI C635-1998 (SSM)

* Log Periodic Antennas (300 - 1000MHz)
ANSI C635-1998 (SSM)

* Horn Antennas (1 - 40 GHz)
SAEARP98Rev D

[1.1 Sandard Ste Method (30 MHzt0 40 GHz)
The SSM for determining antenna factors (Smith,
1982) requires a tandard antenna calibration Site.
The SSM requiresthreeinsertion |oss measurements
under identical geometries (antenna height, h and
digance, R) using three different antennastaken in
pairs, as shown in Fig. 1 Two measurement
procedures may be used to determineinsartion loss
-adiscrete frequency method and a swept frequency

Tranamit
Attenuator  Antenn:
(6B ntenna

' i}
§h1:2m h

DETERMINING ANTENNA FACTORS
FOR EMC MEASUREMENTS

method. For the discrete frequency method, specific
frequencies are measured. At each frequency, the
receive antennais scanned over the height range
giveninthegopropriatetableto maximizethereceived
signal. For the swept frequency method,
measurements using broadband antennas may be
made using automatic measuring equipment having
apeek hold, Sorage capahillity, and tracking generator.
In this method, both antenna height and frequency
aescanned or swept over the required ranges, exoept
for horn antennas, which are used a afixed height
of 2m.

The relation between insertion loss and antenna
factorisgivenby

AF+AF=A+20l0g(f)-48.92+E, (
AF+AF=A+20l0g(f)-48.92+E, (
AFAAF=A+20l0g(f)-48.924E, (

L e

where, EDmax is the maximum received field a

separation digtance R from the tranamitting antenna,
AF,,; arethe antennafactors of antennas 1,2 and
3indB(U/m),A,,; arethe messured insertion |osses
indB and f is the frequency in MHz. Solving

equations (1), (2) and (3) Smultaneoudy givesthe
expressions for the antenna factorsin terms of the
ground wave field strength term and measured

insertion losses.

Recdve

Antema W
Atienuetor
(6aB)

2

v Grpund Plane v
/////////////////»///////// Ll 4

HPBA4T7F Antenna
Preamplifier Controller
GPB |f
, , Computer
Fig. 1 Measurement of antenna factor (Standard Site Method)
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1.2 ReferenceAntennaMethod (30MHzto 1 GHz)

The Reference AntennaMethod (RAM) providesa
method of antennacdlibration based on theuse of a
dipolewith awell-matched baun (ANS C.63,1998).

1. 3Equivalent Capacitance Subgtitution Method
(%Hzto30MHz)

The Equivaent Capacitance Subdtitution Method
(ECSM) shdll be used to calibrate rod (monopole)
antennas from 9kHz to 30 MHz. The antennafactor
indB(L/m) isgiven by Equation (4) and thetest setup
isshowninFig. 2

Equivdertrod | NetworkAnalyzer
capacitor, 10pF  + ]
: Osxillator Channel
(Output)
, Test Channel
Antalwnnasgnd

Fig. 2 Measurement of rod antennafactor
Antenna factor is caculated using,
AF=V,-V, 4602 4

where,

V,, isthe measured output of the signdl generator
indB(uv)

V| isthemessured output of the coupler in dB(UV)

[11. ANTENNA FACTOR DETERMINATION
FOR 1METER

Emissons measurements at 1m distance from the
equipment under test (EUT) is called for in MIL-
STD-461D, which stipulates that SAE ARP 958
procedure is to be followed for 1 m cdibrations.

TURETKEN, YUREKLI AND YAZICI

[11.1SAEARP 958

This method provides methods for determining
antenna factors (AF) when measuring asource 1Im
away from the receive antennain a shielded room
versusasource a agregter distance (far field). AF
of two identica antennasisgiven by;

AF=201l0g 10% -10.98+1010g 10 (M)-10log 10%

® T
where,
A : wavelength in meters
Vg voltage across the receive antenna terminals
V;: voltage across the transmit antenna terminals

After some mathematical manipulations (1) can be
reduced to,

Vv
AF =8.7-10l0g,, (A )-10log, —&
V1
6
[11. 2A New Implementation of ANS C.635-1998

The basic setup is shown in Figure 1, keeping the
distance between antennas as 1m . In this method
both receive and transmit antennas (biconic or log
periodic) arelocated 3m above the ground plane, in
contrast to height requirements of the sandard steted
above. Theareain which the setup isSituated should
be clear of obgtructions to achieve a free-gpace

environment. For 1m calibration where the ground
reflection is anticipated to be non-existent or not to
be picked up by the antenna being calibrated, Ey

can begiven by

Ep” =16.9-20logR, dB(uV/m) ()

Substituting (7) into (1),(2) and (3) yields,
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Vv Vv Vv

AF, =8.7-10log()) - {10Iog(—1R) +10log(—2R) - 10|og(£)} ®
Vor Var Var
V V Vv

AF., =8.7-10log()) - {10Iog(—1R) +10log(—1R) - 10|og(£)} )
Vor Var Var
V Vv Vv

AF 5 =8.7-10log(L) - {10Iog(—1R) +10log(—2Ry - 10|og(£)} W)
Var Var Vor

It is clear that the analytical expressons of two  where,

methods are pproximately the same.

Inorder to comparethegpplicability of thesemethods,  E @ Electric Field Strength (Volts/meter)
swent frequency method have been gpplied by means — V; : Input RF Voltage (Volts)
of acomputer programme (Fig. 1). Theresultsare  h : Septum Height (meter)
giveninFig. 4and Fig. 5.
The definition of antennafactor is:

IV. ANALTERNATE METHOD OF AF - 2010 E.
DETERMINING ANTENNA FACTOR - 09(\,0 ) (12)
(GTEM CELL) where,

AF  : AntennaFactor, (m)
The method of celibration of an antennainsdea  V,,: Antenna.output voltage (Volts)
Gigahertz Transverse Electromagnetic (GTEM) Cell
isplacing theantennat the center of thetestvolume, ~ Combining (7) and (8) gives.

digning the antenna such that the linearly polarized B
antenna is oriented vertically with the linearly AF = 20log(V;) - 20log(V,) + 20log(1/h)

polarized test volume and the floor of the GTEM (13)
Cdl (seFig. 3). A smdl log periodic antenna (Schwarzbeck 9108 -
217) was placed in the test volume of MEB GTEM
Thefidd srengthinsde GTEM Cel is, 1750 and cdlibrated by using the test setup shown
£ V, inFig. 3inthefrequency range 300 MHz to 1 GHz.
"~ h (1)
-
GTEM 1750 )
mg Gggr]gor
[H-.- — 1
/ Vout Do | Amlﬁer
EMI Vin
Recelver

Fig. 3 Test Setup for Determining the Antenna Factor inaGTEM cell.
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V. CONCLUSIONS

* Three biconica antennas covering the frequency
range 30 MHz-300 MHz and three log periodic
antennas covering frequency range 300 MHz-1000
MHz were cdlibrated by using Sandard-site method
(Fig.4andFig. 5).

* The requisite Site attenuiation measurements were
made over 20mx17.3m meta ground plane. Site
atenuation measurementswere made using the swept
frequency method described in (ANS C.635, 1999).
* For accurate antenna calibration, the antenna

Separation distance R must be big enough to ensure
that near-field effectsand antenna-to-antennamutual-
coupling effectsarenegligible. Tominimize antenna:
to-ground plane mutual impedances and to ensure
negligible contribution from the surface-wave

component of the ground plane, the antenna heights
must bebig enough. For Im antennacdibration SAE
ARP 958 proposesthe method of using two identical
antennasin ashielded room. But the deficiencies of

thismethod can be given asfollows:

TURETKEN, YUREKLI AND YAZICI

* The same antennafactor isassigned totwo identicd
antennas.

* Discrete measurement method is used so that
anomalies in the antenna factors readlily apparent
could be completely omitted with discrete
measurements.

* A new implementation of ANS C.63.5 hasbeen
introduced for one-meter antenna cdibration. The
antennafactors determined by thismethod are plotted
inFig. 5-8. Also shown arethe NPL antennafactors
measured by using SAE ARP 958 (1m) and ANS|
C.63.5 (free gpace) methods. Generaly, the results
arevery doseto each other. Also thefluctuations on
some freguencies on thismethod plotted in Fig 6-7
illugtrate the advantage of using "swept" rather than
"discrete-frequency” measurements.

* InFig. 7 the antennafactors determined by using
GTEM Cdl have been compared with antennafactors
obtained according to ANS| C.63.5 method (NPL
and TUBITAK) and avery good agrement hasbeen
presented.

" AF free space-TUBITAK-UEKAE |:
AF free space-NPL H

=B

T [r=sresregmesmeenn e T

Frejuemcy | M)

Fig. 4 Antenna Fector (dB/m)_free space - Biconica Antenna

(Schwarzbeck BBA 9106)
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Antenna Factor Schwarzbeck BBA 9106, s/n 1643
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ABSTRACT

Abgract: Inthis sudy, aGrow and Learn (GAL) network is proposed for the segmentation of remote-sensing images. The sevenimages
acquired by the Landsat-5 TM sensor are used to form the data set. Features are formed by the intensity of one pixel of each channel.

Each feature represents the information of the same co-ordinate obtained from different channels. In this study, the GAL and the multi-
layer perceptron (MLP) are comparatively examined for the segmenttion of the remote-sensing images. The GAL and the MLP give
98% and 90% of classification performances, respectively. It isalso observed that the training of the GAL takes|esstime compared to
that of the MLP.

Key Words: Artificia neurd network; Image segmentation; Remote sending; Supervized leaming.

BUYU VE OGREN AGI iLE UZAKTAN ALGILANAN
GORUNTULERIN BOLUTLENMESI

OZET

Bu ¢alismada uzaktan algilanan gériintiilerin smiflandirimast icin Biiyii ve Ogren (GAL) agmm kulaniimast nerilmektedir. Veri
kiimesi, Landsat-5 TM sensoriinden elde edilen 7 goriintii kullamilarak olusturulmustur. Oznitelik vektorleri, kanallardan elde edilen
benek gri seviyeleri kullamlarak olugturulmaktadir. Herbir oznitelik, ayni koordinatta farkli kanallardan elde edilen bilgiyi temsil etmektedir.
Bu calismada GAL ve ¢ok katmanh ag, uzaktan algilama goriintiilerin béliitlenmesinde karsilagtirmali olarak incelenmektedir. GAL ve
¢ok katman ag i¢in sirastyla %98 ve %90 smiflama ba armm elde edilmistir. Aynt zamanda GAL aginin ¢ok katmali aga gore daha hizlt
egitildigi gozlenmektedir.

Anahtar Sozciikler: Gériintii Isleme, Yapay Sinir Aglari, Uzaktan Algilanan Gériintiilerin Boliitlenmesi

|.INTRODUCTION

The condtitution of theright deta spaceisacommon
problem in connection with classification. In order
to condtruct redigtic classifiers, the festuresthat are
aufficiently representative of the physical process
must be searched. Intheliterature, it isobserved thet
different transforms are used to extract desired
information from remote-sensing images or
biomedical images.

Inthe literature, it is observed that artificia neurd
networks are widely used for the segmentation of
remote-sensing images (Berberoglu et d., 2000;
Adamet ., 1998; Bruzzoneet d., 1999; Giaconto
etd., 2000; Sapicoetd., 1996). Also, thecombination
of the neurd networks and statistica agorithmsis
used for the segmentation of the remote-sensing
images (Giaconto et d., 2000; Serpico et d., 199).
Inmogt studies, sngle pixe intensity of each channe!
s used to determine the features. In some sudies,
featureswhich contain textura measures (Berberoglu

et d., 2000; Olmo M.C. et d., 2000) are utilized.
Image intensities a one or two neighborhood of the
pixel (Dokur et al., 2000; Olmez et d., 1996; Reza
e d., 1991) andimageintenstiesin multipleimages
(T2, T2 and proton density) (Qian et ., 1998; Vinitski
et d., 1997) are utilized to represent the tissuesin
magnetic resonance and computer tomography
images. Wavelet transform (Qian et d., 1999), co-
occurrence matrix (Hardlick et d., 1973; Arrowsmith
etd., 1999), Fourier transform (Feleppaet d., 1996)
and spatia gray-level dependence métrices (Dasarathy
et d., 1991) are used to extract texturesin ultrasound
images. Zhang et d. (Zhang et d., 1998) used wavelet
trandform for the detection of themicro-cacifications
in digitd mammograms.

Second-order Satistica methodsinclude gray-level
co-occurrence matrices (GLCM) (Hardick et dl.,
1973) and gray-level run-length matrices (Dasarathy
etd., 1991). Hardick (Hardick etd., 1973) proposad
aset of 14 features cal culated from a.co-occurrence
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matrix, whose elements represent estimates of the
probahility of trangtions from one gray level to
another in a given direction at a given inter-pixel
distance. The features derived from GLCM include
contrast, entropy, angular second moment, sum
average, sum variance and measures of correlation.
Parkkinen (Parkkinen et d., 1990) showed that
GLCM can be applied on different inter-pixel
digancestoreved periodicity inthetexture. However,
thereis an inherent problem to choose the optima
inter-pixel distance in a given Stuation. Also, the
GLCM method, in generd, isnot efficient Sncea
New co-occurrence metrix needsto be calculated for
every selected angle and inter-pixel distance.
However, dl thesefediure extraction methodsincrease
the computational time of the classification process
(Haering et ., 1999).

Inthe literature, it is observed that incremental neurdl
network and competitive learning are widely used
(Brukeet d., 1995; Fritzke et ., 1994; Fritzke &
d., 1995). A number of approaches advanced from
self-organised map (SOM), have been proposed to
achievethe objectivesof retaning both the topology
presarving and dustering properties. Fritzke (Fritzke
et d., 1995) proposed agrowing cell sructure (GC)
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for sf-organising dugtering and topology preserving.
To its smplicity, the competitive Hebbian rule has
been used for topology learning in the Growing

Neurd Gas(GCS) (Fritzkeet d., 1994) and Dynamic
Cell Structure (Bruskeet d., 1995). However, these
agorithms add and delete nodes based on the

'resource’ used in GCS. This has cregted some

complexity initsimplementation.

In this study, GAL network (Alpaydn, 1990) is
proposed as an incremental neural network to

determine the nodes automatically, and to increase
the classification performance. In order to decrease
the overdl computationd time, feature vectorsare
formed simply by using pixel intensities.

[I.METHODS

In this sudy, a data set is formed by using seven
Landsat-5 TM images. Features are formed by the
intensity of one pixel of each channel. Hence, the
feature vector isformed by seven pixels intensities.
Each feature represents the information of the same
co-ordinate obtained from different channels.
Fig. 1 shows a sample representation of the pixel
intensities used in the feature extraction method. In
the feature extraction method, the neighborhood of

Features

formed by
the maze
mensilics

Ima=e
belongng to
the ith chammnel

Fig. 1 Therepresentation of thefeatures. Black colour representsthe central pixel (15), which isused aloneto
form thefeatures. In the feature extraction method, the neighborhood of the central pixel is sdected as zero.
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the central pixel is selected as zero. Therefore, the
dimengon of thefeature vector is 7. Sincethefeatures
arerepresented by asmple method, computationd
timesof thelearning and classification processesare
Quite short.

After the feature extraction process, vectors are
presented to artificid neurd networksfor thetraining.
Inthetraining of the GAL, the number of nodes of
the network is automaticaly determined by its
supervised learning scheme. A label is assigned to
each output node. During the segmenttion process,
a feature vector is formed for each pixel and is
presented to the GAL. The pixel under congderation
islabelled by the label of the output node, whichiis
nearest to the feature vector.

[11.ARTIFICIAL NEURAL NETWORKS
Theformulation of aproper datarepresentationisa
common problem in classfication systems design.
In order to condtruct redligtic classifiers, the features
that are sufficiently representative of the physical
process must be found. If the right features are not
chosen, classification performance will decrease. In
this case, the solution of the problem is searched in
the classifier Sructures, and atificial neurdl networks
(ANNS) are used as classifiers to increase the
classfication performance.

Therearefour reasonsto usean ANN asaclassfier:
(i) Weights representing the solution are found by
iteratively training, (if) ANN hasasmple sructure
for physica implementation, (i) ANN can easily
map complex class distributions, and (iv)
generdization property of the ANN produces
appropriate resultsfor theinput vectorsthat are not
presentinthetraining s&t.

It is observed that the MLPiswidely used in pettern
recognition area. Inthissudy, the GAL andtheMLP
are comparatively examined for the segmentation of
remote-sensing images as both of them are trained
by supervised learning schemes.

OLMEZ AND DOKUR
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Fig. 2 Sructureof the GAL network.
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[11.1. Gal Network

Fig. 2 showsthe structure of the GAL network. The
network growswhen it learns category definitions.
The network has a dynamic structure; nodes and

their connections (weights) are added during learmning
when necessary. The basic advantage of GAL network
isitsfast learning.

The GAL network is an incremental network for

supervised learning. The output nodes of the GAL

network are formed by choosing vectors from the
traning s&t. All vectorsin thetraining set have thelr
own class |abels. The procedure for the learning

agorithm of the GAL network is as follows:

Sepl Initidly choose a number of vectors
randomly from thetraining set asmany asthenumber
of classes. Each vector represents only one class.
Initialize each chosen vector as an output node of
the GAL. Initidizetheiteration number to zerovaue
Sen2.  Increasetheiteration number. If theiteration
number is equal to the chosen maximum value,
terminate the dgorithm. Otherwise, go to step 3.
Sep3.  Chooseonevector denoted by X randomly
from thetraining set. Compute the distances between
each output node of the GAL and the input vector,
and find the minimum distance as follows:

N

do = Z(Xj — Wy ’

j=1

d,, = min,(d,)
(3
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wherex; isthejth element of theinput vector X, w
isthe|th element of the oth node of the GAL, and
N is the present number of input nodes. Compare
the classes of the input vector and the mth node
nearest to the input vector. If their classes are the
same, go to step 2. Otherwise go to step 4.

Sepd.  Include the input vector in the GAL

network asanew output node. The elements of the
input vector are assigned as the associated weights
of the new output node of the GAL. Go'to step 2.
During the learning with GAL, nodes generated
depend on the order of the input vectors. A node
previoudy stored may become uselesswhen ancther
node nearer tothe dlassboundary isgenerated. When
ausdessnodeisdiminated fromthe GAL network,
the classification performance of the network does
not change. In order to decrease the network size,
these nodes are extracted from the GAL by the
forgetting agorithm given below.

Sepl  Sdect the maximum iteration number as
the number of output nodesin the GAL. Initidize
theiteration number to zero.

Sep2.  Increasetheiteration number. If theiteration
number is equal to the maximum value, terminate
the dgorithm. Otherwise, goto sep 3.

Fig. 3(a) The image corresponding to
channel 1 (visible) of the TM sensor.

SEGMENTATION OF REMOTE-SENSING IMAGES
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Sep3.  Choosethenext nodefromthe GAL inan
order. Thisnode is extracted from the network and
IS given as an input vector to the GAL network.
Step 4. Compute Egs. (1). Compare the classes of
the input vector and the mth node of the GAL. If
their dassesarenat thesame, go to $ep 5. Otherwise,
gotogep 3.

Sen 5. Include the input vector againinthe GAL.
Gotodep2.

[V.COMPUTER SIMULATIONS

In this study, al the smulations are performed by

using MATLAB 6.0. The sevenimages (each having
asze of 256x256 pixels) acquired by the Landsat-

5TM sensor inan ayriculturd areain Cdiforniaare
used for the data set. Fig. 3(a) shows the image

corresponding to channd 1 (visible) of the TM sensor.
Features are formed by theintensity of one pixel of

each channdl. Therefore, the dimengion of thefesture
vector is 7. The pixelsin the image are classified

into seven dlassesby using the neura networks. The
pixels are manualy selected by auser to form the
training set. The training et contains 7x10 feature
vectors, 10 feature vectors belonging to each class.

The test st aso contains 7x10 vectors, which are
different from the ones in the training set.

Fig 3(b) Segmentation result of the
K ohonen network.
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Fig. 3(c) Segmentation result of the GAL network.

Thetopology of the MLPis determined before the
traning. The structure of the MLPisfound as 7-20-
30-7 diter tentrids. Fig. 3(a) issegmented into seven
levels by using the MLP. Segmentation result is
shown in Fig.3(b) The MLP gives 90% of
classification performance for the test set.
The number of nodes of the GAL is autométicaly
determined during thetraining. Thefirgt layer of the
GAL network consgtsof 10 nodes. Thetopology of
the network is found as 7-10-7 by using the same
training s&t. Fig. 3(a) issegmented into seven levels
by using the GAL. Segmentation result isshownin
Fig.3(c) The GAL network gives98% of dassfication
performancefor thetest st.

V. CONCLUSIONS
In this study, two neurd networks with supervised
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ABSTRACT

ERS-1 SAR satellite images of Istanbul Province were each first cleaned by Lee speckle noise filter then transformed into multiple
channeled images by texture andlysis. Later, these images were visualy analyzed and interpreted on the computer screen to determine
training areas corresponding to changed urban areas and a neural network was created to establish a back propagating
neural network processor.

Key Words: SAR satdlliteimages, Speckle noiseremova, Texture andysis, Neural network classifier

ERS-1 SAR UYDU GORUNTULERIYLE 1992-1995 ARASINDA
ISTANBUL ILINDEKI KENTSEL DEGISIKLIKLERIN iZLENMESI
OZET

Istanbul {linin 1992-1995 ERS-1 SAR gériintiilerinin her biri nce Lee siizgeciyle, benek giiriiltiisiinden arindirilms , doku analiziyle,
¢ok kanall goriintiilere doniistiiriilmiistiir. Daha sonra bilgisayar ekraninda, gézle analiz edilerek ve yorum yapilarak, kentsel degisim
alanlarma rastlayan ornek alanlar belirlenmis, sinir ag1 parast yaratilarak geri yayinh sinir ag iglemcisi olusturulmustur.

Anahtar Szciikler: SAR uydu goriintiileri, Benek giiriiltii siiziilmesi, Doku analizi, Sinir ag1 smiflandiricist

|-INTRODUCTION

The population of Ianbul Province has been rapidly
increasing in an uncontrolled manner due to
emigration from various Anatolian provinces.
Consequently, some increase in small indugtry is
seen a the expense of increase in housing demands
and decreasein forest, park and grasdand and green
aress, creating anatura phenomenon affecting the
ecologicd Status of the entire environment. To Sudy
tempora changesin urban areas, SAR stdliteimages
of Istanbul Province acquired in 1992, 1993 and
1995 were employed and Tuzla County was selected
asthe pilot Sudy area

Speckle noise inherent in SAR imagesisafegture,
making visud interpretation of such animageavery
hard task and originates from not having aoneto
onesigna equdlity inradar images obtained by active
remote sensng methods. The Signal tranamitted by
the active remote sensing platform is scattered by
the objects on the earth surface and only some part

of it or itsdlf and itsechoesare retumed to the recaiver
on the platform resulting in an unclear image. To
remove the speckle noise from the Sudied images,
afilter developed by Lee wasfirgt employed then
texture analysis was made to produce a multiple
channeled input for the neural network classfier.

II-LEEFILTER

Thefilter proposed by Lee, to remove the speckle
noise in images, assumes that the image is both
corrupted by additiveand multiplicativenoises (Leg,
1980, 1981, PCI). Additive and multiplicative noise
Isdefined by the expressions (1-2).

Z ;=X tW (1)
Z =X, W 2
In these expressions, Zj, isthe received pixel, W
iswhite noise with 0 mean vaue. The mean value
of multiplicative noiseis 1. The variance values of
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additive and multiplicative noises are unknown
becauseof their locdl variance. Inthemodd developed
by Lee, the value of the pixel inlow contrast aress
goproachestoloca meanvaue, thusnoisedisturbing
the human eye in flat areas, is removed. In high
contrast areas, where edges, sharp featuresand lines
exig, the value of the filtered pixel approaches
corrupted pixel value, keeping fine detalls in the
image. Inlocal neighborhoods, the varianceisabove
a definite threshold, which may be employed to
detect edgesin thisneighborhood by directiond edge
detection masks and to remove the noise
contaminating the edges. Assuming the presence of
both additive and multiplicative noises, a speckle
noised SAR image may befiltered by the expression
proposed by Leeand givenin (3).
s G%*(Xi,j +X_p_6-2+ .
277" (02 Y +<52)
pp +

Inthisexpression, thevaridblesare as defined in (2).
isthe additive noise variance assuming the variance
vaueinfla areasis zero. The value 382 calcul ated
inthe sea part of the Study areawas st to additive
noise variance. Raw image of the Sudy area, Tuzla
County acquired in 1995 by ERS-1 satellite and its
by Leefilter cleaned verdonisdepictedin Figure 1.

[1l-TEXTUREANALYSIS

Inthedescription of imeges, pixel color and brightness
are commonly used parameters. A less often used

paraneter isthetexture (graininess) (Hardick et d.,

1973, 1979, PCl). As opposed to color and brightness
(whichareassociated with 1 pixel) textureiscomputed
fromaset of connected pixels (Connerset d., 1980).

There are severd paradigms for measuring texture

mathematicaly. A commonly used oneisbased on

theso-called gray level co-occurrence matrix (GLCM)
(dlso called gray level dependency matrix in the

literature). A GLCM isatwo-dimengond higogram

MONITORING URBAN CHANGES IN ISTANBUL PROVINCE
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of gray levelsfor apar of pixels which are separated
by a fixed spatial relationship. The GLCM
goproximates the jaint probability distribution of a
pair of pixels. Most of the texture measures are
computed from GLCM directly. In adaition, some
texture measures are computed from a gray level
difference vector (GLDV), which itsdlf is derived
fromaGLCM. Thetexture of animageisrelaed to
thegray level joint probability ditribution, whichis
goproximated by the co-occurrence matrix. If texture
measureswould not directiondly change, GLCM's
a (0, 45, 90, 135 degrees) are added up before
computing texture parameters. GLDV, sums the
aslutedifferencesof the occurrence of the processed
pixel totheneighboring pixel. For example, 0 dement
of GLDV countsthetimesthe difference became,
I.e. the value of the neighbor pixel isequd to the
vaue of the processed pixd, the element 1, counts
the times, when the absolute difference between the
processed and the neighboring pixel is 1, i.e. the
differenceis+1 or-1. GLDV isderived from GLCM
by adding the métrix dementsin pardle rowstothe
main diagond. Thetexture of animageisrelated to
the gray level joint probability distribution
approximated by gray level co-occurrence matrix.
Particularly, theamount of dispersion that the GLCM
eements have about the diagond, characterizesthe
textureof thelocal region. A smd| dispersion means
thet the texture is coarse compared to the length of
the goatid relationship.

Thedifferent texture messures used in texture analysis
aeasfollows. Here, N isthe number of gray levels
Pisthenormalized symmetric GLCM of dimension
N x N. V isthe normalized gray level difference
vector of dimengon N.

N-1N-1

> Y Pi)=1
i=0 j=0 - (4)
V= >.P(,j)

i=0V]i-j|=k
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These parameters convert a one-channgled image

into amulti-channel image, gopropriate for inputting

into pattern recognition agorithmsand classification

into interest classes (PCI, Haralick, 1979).
N P(.j)

Hommew1 ;) (1+ (I — J)z) (5)

N-1
Contrag, P, j)* (- )
0

N-1
Disimilarity, " p(i,j)*[i — j|
®

Men, =21 P(j)

Nl o
Ve of =X, P(,i)I*(11)’

=0
Stendard deviation, ©, = /o U

N-1

Y. —P(i, j)log, (PG, )

i=0

(assuming 0* g, (0) = 0) ®)

Entropy,

N-1
- . 2
Angular 2.moment,26_P(" )
j=

Comdaion, 8= P(i,j)* (i = )(j - j)
g& Joio!

GLDV angular second moment, Nzj\/ (k)> (10
j=0

Asshown above, someof thetextural meesuresrelae
to specific textural characteridtics of theimage, such
asthe texture element size and the contragt. Others
characterize the complexity and nature of gray level
trangtions, which occur in the image. Even though
these features contain information about the textural
characterigtics of the image, it is hard (if not

impossible) to identify which specific textural

characteridticisrepresented by each of these fedtures.

ALPARSLAN

Thefirgt ninetexture parameters derived from texture
andyssof the Sudy areaare depicted in Figure 2.

[V-NEURAL NETWORK CLASSIFICATION
Aneurd network congstsof interconnected processing
elements cdl units, nodes or neurons. These are
organized in two or more layers (PCI, Bischoff et
d., 1992). Thereisaninput layer of units, whichare
activated by theinput image deta. The output layer
of units represents the output classesto train for. In
between, thereare usudly one or more hidden layers
of units (unitswhich are neither input unitsor output
units). A unit in one layer isconnected to dl unitsin
the next layer. A unit in a hidden or output layer
receives input from al unitsin the previous layer
and produces one output value. Each link from aunit
tothenext layer'sunitshasaweight, which suppresses
or dlowsthe output value from the unit. To calculate
the output from a hidden layer unit or output layer
unit, thenet input to that unitiscaculated firg. Once
the net input to the unit is added up, thisvalueis put
through an activation function to produce the unit's
output: Once the network has been trained, theinput
image datais used to activate theinput layer, going
forward through the network and activating the output
layer units to produce the output image. Neurd
network classfication of 1992, 1993 and 1995 ERS:
1 satellite images of the Sudy areainto 6 different
urban texturesare givenin Figure 3,

V- CONCLUSIONS

Changesin urban texture of 1stanbul Province were
sudied in the years 1992,1993 and 1995, sdlecting
Tuzla County asthe pilot study area. ERS satellite
imagesaf thecounty werefirst deaned by Lee gpeckle
noiseremoval filter. A comparison of Figure b with
Figure 1a clearly indicates that Lee filtering isan
indigoensable operation that must be gpplied on radar
imagesin order to obtain an image, whichismuch
better for visual interpretation than the unprocessed
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redar image displayed on the computer screen. Similar
resultswere dso obtained for theimages of the year
1992 and 1993, when L ee speckle noise remova
filter was applied. Thistechniqueworks nat only for
the images studied but also for a broad variety of
radar images, smoothing theimages while keeping
the edge information necessary for their visua
interpretation. One of the questionsthat comesinto
mind isthat speckle noisefiltering operation might
destroy the texture features, upon which this sudy
isbased. However, thisis not true, because texture
parameter generation from speckle noise cleaned
images yield the pure texture parameters free of
gpeckle noise, which would otherwise ruin the
accuracy of the classification results.

Texture andyss offersaunique method to map one-
dimensiond detainto multi-dimensons, to fecilitate
goplication of pattern recognition techniques. Besides,
datain each dimension presents a unique texture
parameter, such as homogeneity, mean, standard
deviation, contrat, entropy, angular second momen,
eic. helping to identify aparticular pattern inherent
inapaticular class.

Tuzla County's 1992, 1993 and 1995 images were
digplayed in three different image windows on the

Fig. 1a Tuzla1995 ERS 1 satelliteimage
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computer screen and urban changes were visualy
interpreted. Changesin urban areadong the maring,
on the coadt, to the south of E5 highway and to the
north of E5 highway, the sea and the ships were
investigated by taking test areas for each of these

visudly identified classes Theneurd network andysis
showsthat theneurd network dlassfier iswell trained

for the test Sites and it would not confuse the class
of each test Steelement, by dassfying it totheright
class. The entireimage was then classified into the
above-mentioned six classes. The andlysis showed
that there was some urban growth aong the coadt,
particularly in the man-made structures, like the
buildings. Since the number of shipsin the marina
vary from year to year, some changes were dso

detected here. Although there was some urban growth

inthe areato the south of E5 highway, no significant
change was visible in the area to the north of E5

highway. Here, thereisrestricted military area, which

accountsfor thisresult. Some areas on the land show
similar characteridticsto that of the sea, resulting in

someminor confusion. However, thismight beesslly

corrected by a further processing of the resulting
image, taking into account the sea and the land
boundaries, which are evident in the images.

Fig. 1b. Leefilter processed image
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g SRR B F O
Neurd Network Analysesin Tuzla County
Fig. 3a (1992) Fig. 3b. (1999)
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ABSTRACT

Inthis study, the effects of the collisions on the electromagnetic waves propagating in the ionosphere have been dudied. It is shown that
the departures from the squares of theredl part of the refractiveindex and phase velacity, group refractiveindex and group velocity without

collisionsare proportiond toZ'=v'o” when thewave frequency X(=’) <1 is. The departure of the damping factor without collisions
isproportiond to Z. The maximum effects on these parameters are obtained around reflection points.

Key words: Refractiveindex, Group refractiveindex, Phase velocity, Group velocity, HF wave propagating in theionosphere.

IYONKURE PLAZMASI ICINDE ILERLEYEN HF DALGALARIN FAZ VE
GRUPHIZLARINA YANSIMA NOKTALARINDA CARPI MALARIN ETKISI

OZET

Bu ¢aligmada, carpismalarin iyonkiire icinde ilerleyen elektromanyetik dalgalarmn iizerine etkisi caligitmugtir. Carpismalarin, X(:o)iwz) <1
frekanslarmdaki dalgalarm kirilma indisinin reel kisminin ve faz hizmm karesini, grup kirtlma indisi ve grup hizin carpismasiz haldeki
blyukltklerinden 7= /| ile orantilt olarak saptirdig gdsterilmistir. Soniim faktdriiniin ¢arpismasiz haldeki biiyiikliiklerinden sapmast
Z ile orantihidir. Bu parametrelerin iizerine en fazla etki yansima noktast civarmdadir.

Anahtar sozciikler: Kirtlma indisi, Grup kintma indisi, Faz hizi, Grup hizs, fyonkiirede HF dalga yaylim.

INTRODUCTION

Electromagnetic waves propagating in the ionosphere
are subject to some atenuation because the motions
of the electrons and ions are damped through the
colligonswith other particles Theoretically, the conoept
of the group velocity and group refractive index are
useful for studying of the propagation of the radio
wavesin the ionosphere. In earlier sudies ( Al'pert,
1980; Budden and Stott, 1980; Hagfors, 1984; Lundoorg
and Thidk, 1986; Budden, 1983; Zhang, 1991; Aydoadu
and Ozcan, 1996; 2001) are madke oertain assumptions
such asthe ambient geomagnetic field isverticd and
collisionless plasma which are unredigtic in the
ionogphere, or it isassumed that Z has no effect on the
high frequency waves. However, the conductivity and
refractive index of theionospheric plasmadepend on
the collisions of the particles. Hence, reflection and
refraction conditions change with collisions. In this

paper, the effects of the collisons on the refractive and
group refractive indices, phase and group velocities of
the wave at reflection points have been studied.

WAVE EQUATIONS
It is assumed that the velocity and thefidlds vary as

e Then, Maxwell's equations become
VxE =iwB )
VxB =ug oE —iwe,u,E 2

From these equations, the following wave equation
can be obtained

an—n(n.E):[l +|—c5].E )
€,0

inwhich I isunit matrix and ( isconductivity tensor

of theionospheric plasma. By using the geometry in

Fig. 1, Eq. (3) can bewritten as
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M, MXy M,
(4
Myx Myy Myz .E=0
M., MZy M,
where
_ 2 '
Mxx—n _1_m0xxl
0
i i
Xy:—_GXy ’MXZ:__GXZ
eom eow
M ——i—o
o €0 !
M —n2—1—|—<5 , M :—l—o
eom Yy yz eow yz
[
M_=——o0
X X '
en0
Zy:—I—GZy,M :—1—I—GZZ
so(n eou)
CONDUCTIVITY TENSOR

At high frequency, theeffectsof ionscan beneglected.

If V and m are the velocity and mass of electron
respectively, the force acting on the electron is

m%:—e[E +VXB]- mV 6

where V= Vg + Vi, inwhich

3
v, =N [59 +4.18 Iog(TN—eHxlO T
adv,, =5.4x10 °N T*  aedectron-
ion and electron-neutra collision frequencies,
respectively (Rishbeth and Garriott, 1969 ). The
standard notation of magnetoionic theory is used.
The symbols used stand for

n: refractiveindex
W red part of group refractiveindex

EFFECTS OF THE COLLISIONS ON THE PHASE AND
GROUPVELOCITIES OF HF WAVES PROPAGATING IN
THE IONOSPHERE AROUND REFLECTION POINTS

N: electron density

N, : neutral density

T, electron temperature

J=-eNV): dectron current densty

@, angular plasma frequency

o : angular frequency of wave

. : €electron gyrofrequency. These are ,

eB eB eB
0y = —=, 0,=—, ad o, =—=,
m m m
2
®
mdz:l,X:—g’Y:&
® ® )

Y. =Ycod sind, Y,=Ycod cosd, Y,=-Ysnl,
where | and d are the magnetic dip and declination
angles, respectively. The current density is

J=0,E - —————2B8 0

Ne 2
where %o [: MJ is the longjtudinal
conductivity. We assumed that the z-axis of the
coordinate system with its origin located on the
ground is vertical upwards. The x-axis and y-axis
aegeographic eesward and northward inthenorthern
hemisphere, respectively. The geometry of the
geomagnetic field in the northern hemisphere is
giveninFig. 1. Hence,

B=Ba, + Byay +B,a, )
where B, = B cosl cosd, By =B cosl sind and
B, =-B gnl. Inacatesan coordinates sysem, the

solution of the Eq. ( 7 ) can be written as

JFo.E 9
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.H.
- ]
o

Fig.1. The geometry of Earth'smagnetic field and k
(Aydoadu and Ozcan, 1996, 2001).

with
0= G)’X GW Gyz (10)

where

0, =T'o5[0g +(V-i0)’]

0, (v-iw)]

Oy = Foo[wcchy

GXZZFGO[(O 0,+0 (v—im)]

X ez
1

O, = Foo[o)cxmcy +0,(V —iw)],

o :Foo[mfx +(v- ia))z]

(V- w))]

o (V= |co)]

040, +0, (V- i(o)]

Toglog0
To[0.0, -
Toglo,
[ +(v-iw ]Wlth

[= [u)cx+wcyJru)cz+(v—iw)2I1

(1)
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WAVESAND THEIR REFRACTIVE INDICES
The norma modes of the system are accordingly
given by the determinant of Eq.(4)

det (M) =0 (12)

Eq. (12) isthebadc dispersonrdlaion. Therefractive
index n can be obtained in terms of plasma

parameters. The dectromagnetic wave travelling in
the z direction asin the vertical sounding of the

ionogphere, the solution of Eq.(12) givestwo modes.
Theeae

1) Plasmaoscillations

a)f) =0’ +iZo® 13

2) Polarization waves ( P- waves)

) X(1FY,) . X
N=l-"—v o tleT—o7 3
1FY,)+Z 1FY,) " +Z

where, right (-) and left (+) - handed polarization
waves. When thewave propagated in the z-direction,
there is also awave which is travelling in the y
(or x) direction because of the geometry of the
geomagnetic field. Theseare
1) Ordinary wave ( O - wave)

X

) X
nf=l-—+iZ — 15
0 14722 T1+7? (15

(14)

2) Extraordinary wave ( X - wave)

X(1- X)(2- X) -ax
ad+b

aX(1- X)+Z%X(2- X
nle—( )2 2( )iz
a+b

(16)

where, a:1-X-Yy2-Z2 and b=Z(2-X). I electron
collisions are allowed for refractive index

n’=(o+iB)°=M+iN  becomes complex.
Red (o) and imaginary (B) are
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OLZ:%[(M2+N2)M+M] )
BZ:%[(M2+N2)1/2—M] (19

The collisions of the dectronswith other particles
affect on the redl and imaginary part of refractive
index. Thered part of refractiveindex associatewith
the phase velocity V, (=c/or) and theimaginary part
of refractiveindex B with the factor of absorption.
Z hecomes Z<<1 & the high frequency (HF) waves

-1
Therefore, the expression of (1+ Zz) can be

approximatedtoll ) by using binommial equansion
By using thisapproximation, thered and imaginary
parts of refractive index of P-wave (Eq.(14)), O
wave (Eq,(15)) and X-wave (Eq.(16)) and their phase
velocities have been obtained. These equations are

O -Wave:

Thered and imaginary parts of refractive index of
ordinary wave which is givenin Eq. (15) and the
phasevelocity of wave becomesfor X<1 asfollows,

) 2 X(4-3X) , ¢
o,=(1-2)+Z m andVop:a—g (]_9)
2
Bl~Z7° X (20)
4(1- X)
P-Wave:

The wave giving in Eq.(14) (right polarizetion) is
depending on geomagnetic field. If Z' and X" are
expressdas 7 = Z and X = X

1+Y, 1+Y,
polarization wave is becoming the ordinary wave
form giving by Eq.(15). For X'<1 the rea and
imaginary partsof Eq.(14) and phase velocity of the
waveae

ol =(1- X")+Z2 X’(4_3.X‘)
P 401-X)

&y
andep——z ( )
(Xp

EFFECTS OF THE COLLISIONS ON THE PHASE AND
GROUPVELOCITIES OF HF WAVES PROPAGATING
IN THE IONOSPHERE AROUND REFLECTION POINTS

X'Z
4(1-X)

B =2 (2)
Theeexpressonsaresame asexpressonsof Eq.(19-
20). Only, the value of resonance frequency is
changed.

X -Wave:
For X<1 thered and imaginary parts of refractive
index at Eq.(16) and phase velocity as follows.

L a=xr-v o X x

A TIX Y 2 2y2
y 4 (1- X =Y/ [a-x)Y]]

CZ
and pr:? (23

- X1~ X7+ Y7
T da-x-vla-xp-vy] o @

In the collisiona megium, n,® goes to infinity for
X=1-Y, and X=1+Y, whilein the collisonless
medium, n” goesto infinity for X=1-Y,?. These
expressons show that the square of the red part of
the refractive index departure from magnitudes
without collisons is proportional to 7%, and the
imaginary part of therefractiveindex departurefrom
magnitude without collisons is proportional to Z.

GROUPREFRACTIVE INDEX AND GROUP
VELOCITY

!f Vq |s.the gomponent of thewave pa:kd'sveloqty
inthedirection of wavenormal, the group refractive
index (1) is obtained by using the expression,

u':owmj—a (25)
0

Group refractive index and group velocity of waves
have been obtained for X<1 and X'<1 asfollows,
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O-Wave:
, X(-6X’ +15X - 12]

AYDOGDU, GUZEL AND YESIL

M(,): (1- X)_ﬂ2+z g1 X]slz adV = “L, (26)
P-Waves: , 0 2
C2Y,)-XY, X'|-24+ 30X -12X"* |- X'Y,| 6X'-3X"? | iy L
S X BE v - X" i
(27)
X - Waves:
(=X +YYZ+3Xx-2]  _ X*|(@-X)?+Y]|[4X -1-3X*-2v]] c
~ PN 51372 > 132 15 andV,, =—
[@-x)2-Y;] [1- X -Y7] [@-X)? Y7 ] [1-X-¥{] K
(28)

As seen from Eq,(26-28), the effects of the callison
on the group refractiveindex and the group velocity
aeevident. Magnitudesof thegroup refractiveindices
() and the.group velocities (V) of departure from
the magnitudeswithout collisionis proportiond with
Z* when X<1.

NUMERICAL SOLUTIONSAND ANALYSIS
Thecdculaionsof theequations (19, 21, 23, 26, 27
and 28)) have been done for geographic coordinates
of (39°E, 40°N and 1=55", &=3’E ) from 125 km to
hmF2 height. The used plasma parametershave been
obtained by using International Reference lonosphere
(IRI) for June a 1200 LT. To obtain the conditions
X<, the used wave frequency inthe calculaionsis
taken as 37.722x10° radl/ sec. Thisfrequency isequal
to the plasma frequency of the ionogphere at hmF2
height. The other parametersare B = 04 Gauss, R
=10, 00, = 7.76x10° radl/ sec, Y = 0.206, Y, = 0.118
and Y, =0.168. To see the effect of the collisions,
the differences between the values of o2, Vzp, Vg
and |’ & Z = 0 condition (the first terms of the
equations (19, 21, 23, 26, 27 and 28) and the vaues
of o, V2p, Vy and & Z # 0 conditions have been
taken. Theeare

Aoy,=0, {Z0)0 (Z0) A(xp=ocp2(Z;ﬂO)-(xp2(Z=0)

Moz A ZH0) AV =V HZARY HZ0)

AV 2V AZAN HZ) AV, =V AZAN, Z0)
N A TN (20 A A (ZAO (70)
A T 20 AV =V (ZAON (70)

NV 2V (ZAWV (70 AV, 2, TV, (70

The variations of the phase velocity and the group
velocity and Aoco , Aocp and Aocx of O, Pand X

waves are shown in Fig.2-5. The effects of the
collisions on the refractive and group refractive
indicesareevident (Fig. 2-3). Therefractiveindices
are not much affected by the collisions between
X =04- 1(h=170-225km) and maximum effects
occursaround X = 1 ( reflection heights of waves).
As shown in figures, the values of the refractive
indicesof O and P- wavesa (Z # 0) condition are
higher than the values of the refractive indices at
Z =0 condition (see Fig. 2a). These show tht the
phase velocitiesof O and Pwavesat Z # 0 condition
issmdler than the phase veloditiesat Z =0 condition
(Fig-4a). It isnoted that reflection pointsof O and P
wavesaredifferent because of the geomagnetic field.
The P- waves reflect at about h = 215 km height
while O-waves reflect a about h = 255 km height.
The variations of the group refractiveindices of O
and P-wavesaregiveninFg. 3a Thegroup refractive
index decreases with collisons and group velocity
increasesasshownin Fg. 5.
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Theresultsof X-wave aregivenin Fig. 2b, 3b, 4b,

5¢. X-wave hasthreereflection paints. Extraordinary
waves show resonance a X=1-Y, (h= 223km) in

the collisond ionasphere whileit shows resonance
a X=1-Y3 (h=240km)inthecallisionlessionogphere
The collison has no effect on the group velocities of
Xwavesa X =034 (h=155kmand ay=22.21x10°
radl/ sec) (Fig.3b). After thisheight, thevaluesof V,
in collisona ionogphereis smaller than the values
of Vginthe collisionlessionosphere.

It is noted that all calculated parametersin figures

EFFECTS OF THE COLLISIONS ON THE PHASE AND
GROUPVELOCITIES OF HF WAVES PROPAGATING IN
THE IONOSPHERE AROUND REFLECTION POINTS

increase around X~0.3 (=130 km). Thisisdueto Z
which increases & these heights as shownin Fig. 6.

CONCLUSIONS

Thecollisonsof thedectronswith the other particles
afect therefractive and group refractiveindices, the
phaseand group velocities of HF waves propagating
in the ionosphere. The maximum effects of the

collisons on these parameters are obtained around

the reflection heights.

7]

Fig. 2a Thevariaionsof A, and Acy, with X
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ABSTRACT

This paper proposes a real time computation method to process of bistatic SAR data. Depending to the gpplication, bistatic SAR
messurements are required to enlarge theindependent databank. In theimaging system, theinvedtigation area, which includesthe targets
moving a any direction isilluminated by aradar antenna, carried on amoving platform. For the monogtatic imaging adgorithm, each
different antenna position measurement on the SAR interva s used to obteain a corresponding image of the observetion area. To increase
the amount of received data, a second receiver positioned a a different location is used and bistatic synthetic aperture isformed. The
additiond phaseinformation increases the accuracy of theimage. A common solution can be defined to give afiner image by collecting
dl different observation point results obtained by eech antenna. Inthis paper al processing steps are formulated in time domain. Because
of the target and radar platform isin motion, the imaging algorithm requires coherent processing for the phase compensation. Some
knowledge about the moving target such as velocity and moving direction of the target is necessary to deal with this compensation.

Key Words: Redl Time Imaging, Synthetic Aperture Radar, Bistatic Radar, High Resolution Imaging
BISTATIK SAR ILE GERCEK ZAMANDA GORUNTULEME

OZET

Bu caligma bistatik SAR verilerinin islenmesi igin gergek zamanda bir hesaplama yontemi nermektedir. Uygulamaya bagh olarak,

bagimstz veri bankasint genisletmek i¢in bistatik SAR 6lgtimlerinin yapilmas gereklidir. Goriintiileme sisteminde herhangi bir yonde

hareket eden hedefleri iceren incelenen alan hareketli bir platformda bulunan bir radar anteni ile aydinlatilir. Monostatik goriintiileme

algoritmasinda gdzlenen alana kars: gelen goriintiiyii elde etmek icin SAR agikligmdaki her farkh anten konumu 6l¢limii kullanilir. Alnan
veri miktarim arttirmak i¢in farkli bir konuma yerlestirilen ikinci bir alict kullanilir ve bistatik agiklik olusturulur. Ek faz bilgisi goriintiiniin
dogrulugunu arttirir. Her iki antenle farkli gozlem noktalarmdan elde edilen sonuglarm toplanmastyla daha iyi bir goriintii verecek bir

ortak ¢oziim tanimlanabilir. Bu ¢alismada biitiin isleme adimlari zaman domeninde ifade edilmistir. Hedef ve radar platformu hareketli

oldugundan, goriintiileme algoritmasi faz diizeltmesi igin uyumlu isleme gerektirir. Bu diizeltmeyi yapmak igin hareketli hedef hakkinda
hedefin hiz1 ve hareket dogrultusu gibi baz1 bilgilerin bilinmesi gereklidir.

Anahtar Sozciikler: Gergek Zamanda Goriintiileme, Sentetik Aciklikli Radar, Bistatik Radar, Yitksek Coziintirliklii Gortintiileme

[. INTRODUCTION

Synthetic aperture radar (SAR) applications have
been more atractivein recent yearson high-resolution
target imaging (Mensa, 1991;Wehner, 1995). For a
SAR system, the synthetic aperture is formed by
moving the radar antenna between any desired
positions. A Sngle antennasystem is used to receive
datain monodtatic case, while two-antenna system
located on different positions is used for higtatic
goplications. To obtain more accurate results, it is
necessary to get moreohservations. Itisaso necessary
to obtain the available data containing additional
independent information for each measurement.

When the sampling number on the antenna location
iskept high, asmilar increase will not be observed
on thelinear independent measurement vectors for
dl applications. To increase the information rete,

bistatic synthetic gpertureisformed by using asecond
recelver antenna a a different location. Therefore
the additional phase differenceinformation between
the measurement data taken from the two antennas
enhances the error minimization and the location

informéation becomes more precise.

Oneof theimportant problemsin the SAR processing
agorithm iserror compensation epecialy relating
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the errors caused from motion of the target and
measurement system. When the velocity and moving
direction of the target are determined, the error
correction procedureis applied to the measured data
to compensate the phase error. Some methods
determining theinformation about the target motion
can be used for this purpose (Delide and Wu, 1994;
Kaser, 1996; Soumekh, 1995). There are severd
techniquesto improvetheradar resolution in azimuth
and range direction in SAR systems (Soumekh,
1992; Munson et d. 1983; Moreira, 1994). In many
techniques, Fourier domain formulation and FFT
computations are used to demonstrate the radar
problem and the same techniques are dso used to
obtain a solution of the inverse problem. The
backscattered signals from the target area to the
measurement pace can be taken into consideration
in aprocessing model such as superposition of the
echoed sgnd. In thiswork, a discrete formulation
Isdefined in away to illugtrate the problem and an
inverse problem can be given by using this
formulation. The presented work isrelated by aSAR
imaging system for moving targets. A time domain
formulation and its solution are established for
imaging algorithm. The proposed processing
agorithm does not need any Fourier domain
formulation. All computationd stepsare performed
in time domain. This technique gives us some
advantages when we observethe results sep by step
inreal time and some smple and fast computation
methods such as matrix computation and paralle
implementation can beused to reduced the processing
time (Kartal et . 1995).

Inthefollowing section, the geometry of theimaging
sysemisgiveninFig. 1. Thetarget areaisassumed
including al moving point targets and the received
signdl isexpressed asasummation of al point target
responses. The reflectivity of the targets, trgectory
information such asvelocity and position areinduded

KARTAL AND KENT

inthisexpresson. For bigtatic application, theresults
are compared when the both antennas move on
different platforms. The geometry of the bistatic
SAR system configuration is shown in Figure 2.

y r

target
area

i X

I

X ——
antenne position
Fig. 1 The geometry of the SAR imaging system.

The inversion agorithm is described in a matrix

form. All computationsin the inverson agorithm

aepeformedintimedomain for both of theantennas
inthe bigtatic geometry. In the following section, the
proposed technique for modeling the problem is

given. A numerical exampleis given by applying

the agorithm to the synthetic target. The received

sgnd iscomputed by theagorithm presentedinthis
work.

II. SAR SYSTEM MODEL AND IMAGING
ALGORITHM

A two-dimengond SAR imaging geometry isgiven
inFg. 1 Inthissystem, it isassumed that the radar
antennaislocated in x-y coordinate system and it

movesdong thex-axis (y=0) with velocityy Inthe
same plane, point targets are assumed moving with
velodity i; and asquaretarget areaincludesal targets.
The radar antennas, a any x;, location, illuminate
thetarget areawith apulse(t) of duration T. Echoed
signd isaso received & the samex;, position. The
rounc-rip phase delay of the echoed signdl is2R//c,
where cisthe speed of electromagnetic wave. Riis
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therange of the target isexpressed as

R=y(x—x,)"+y* (1)

whereindex i denotes the antenna number, (i=1,2).
When the receiving antenna is a x;, position, the
totdl measured echo Signdl in observation timet can
be expressed as (Kent and Paker, 1996),

S0 =, bx vt~ Sy @
where b(x,y.t) isthe target reflectivity function at
ay X, y postion, R; is the range from this target
postiontotheith antenna, gisthereferencewaveform
that has delayed roundtrip phase and Sisthe target
invedtigation area.

Inthispaper, itisassumed thet thetarget areaincludes
the point targets a any x-y discrete position and the
intensities of this discrete point targets are constant
when the observation timet ischanged. Under these
congtraints, a any arhitrary time t; and antenna
position xir the total received Signal, which contains
anumber of N digtributed points, is

2Rn

c

S(%.t) =" b.gt; - =2)

=120 .M &)

where b, and R, are the intensity and range of the
nth target point, respectively, M is the number of
measurement during the observation time interval
T

If Eq. (3) isrewritten for al discrete observation time

t(=12...M), theresultant equations can beexpressed
inamatrix form:

[S]=[G] [b] (4

InEq. (4) [S] and [b] arethe column vectorswhose

REAL TIME COMPUTATION FOR
BISTATIC SAR IMAGERY

dements are the echo signals of any b ingtant, and
intengties of the point targets, respectively. [G] isa
MxN matrix each of whose row element expresses
the round-trip phase delay of the reference signd a
an antenna position and time tj in measurement
interval.

To find out the elements of matrix [G], theinitid
rangeand velocity of thetarget areaare upposed to
be known. There are some methods to obtain these
parameters (Delide and Wu, 1994; Kaiser, 1996;
Soumekh, 1995). For example, if we use two
recaiving antennas, while one of them transmitsthe
signa and both of them are used to receive echo
signals from target area, the phase of the receiving
sgndswill bedifferent from one antennato the other
one. The phase difference of two signals can be
expressed interms of two different ranges. Thisrange
difference hastheinformation about thetarget pogition
and theinitid angular position. The velocity of the
target can be extracted from thisinformeation by using
an optimization procedure. Asan another advantage
of the proposed hidtatic SAR system, bistatic SAR
antennas can Ao beused to obtain theinitid estimetes
of thetarget positionsand its vel ocity.

When the target trgjectory is estimated, we can
expressthe phaseerror of thereceived Sgnd causing
from the mation of the target and antenna platform.
Thenweagpply theerror compensation to thereceived
Sgnd. After thiscompensation, it iseasy to congtruct
the matrix [G].

It is obvious that the unknown vector [b] isfound
simply by matrix inversion.

[b] =[G]-1[S] Q)

Generaly thematrix [G] isnot asquare matrix, but
alot of matrix inversion techniques can be used to
find out theinversematrix (Kartd et d. 1995; Haykin,
1996).

It must be noted that asingle antenna measurement
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position will not be sufficient, Sncethereisno unique
solution. The narrower the solution space, the more
antenna observation positions are required. Because
of our proposed histatic SAR system has two
tranamit/recelve antennas, we can collect sufficient
data to narrow the solution space. Then, for any
different xir position, asolution of [ky] can befound
from Eq. (4). It is possible to express a common
solution by using the vectors [by]. This process
converges the result to a better solution. Toincrease
the accuracy of the algorithm, the number of the
discrete measurement ingtancesin Ty, duration and
thedisoretex;, position should be chosen gppropriately.

[1l. NUMERICAL EXAMPLESAND RESULTS

Let uscongder the SAR geometry mentioned in Fig.
2. The object is illuminated in (X1,Y1+u) and
( X2,Y2+u) for the synthetic aperture synthesized on
the (xy) plane, andin the aperture u[-L+L]. Receiver
antennas record the sSigndl reflected from the object
a thecoordinates (X1,Y1+) and (X2,Y2+). Here,
(X2YD) and %2'Y2) gre the known congtants. A sinc
pulse was chosen as the transmitting sgndl. The
resolution of thetarget areais defined by dividing the
aeatosyuared odls Thedigance between thereceiver
point and the center of the target area, and the farest
paint tothiscenter arer; and , respectively. Therefore,
the observation time interval is limited by,

2(r,a) 2(r, +a)
_O<t’< 0—
c c

+T ©)

Fig. 2 Thegeometry of the bigatic SAR imaging system

KARTAL AND KENT

Numerica smulation parameters of the target and

SAR sysem are givenin Table |. The point target

distribution selected for the Smulation is given in

Fig. 3. Obtained resultsfor the monodatic and bidatic
antennacasesareshown in Fg. 4 and 5, respectively.
In the bistatic case where the second antennamoves
in accordance and independent of thefirs antenna,

better results are obtained. Results show that, the

location accuracy & the recongtructed image for the
bistatic case is better than the monostatic case.

Inthiswork, it must be pointed out thet the expressions
in our dgorithm are used in time domain and the
results are obtained in red time. Thisisimportant
because the results can be observed step-by step.
Sncethedgorithm requiresonly amatrix inverson,
it is effective to reach the results rapidly.
Table.| burayagirecek

Table 1. Numerical Simulation Parameters
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Fig. 3 Point digtribution of the
slected target.

Fig. 4 Obtained SAR image for the
dationary receiving antenna.

u.

Fig.5 Obtained SAR imagefor thesecond
antennain motion.

REAL TIME COMPUTATION FOR
BISTATIC SAR IMAGERY

[V. CONCLUSIONS

Bidtatic red time SAR imaging agorithm described
inthis paper has some advantagesin the processing
of information of SAR problem. One advantage of

the dgorithm isthat al computation processisin

time domain. The image of the target area can be
obtained separately a any antenna measurement

position and the results can be observed step by sep
in the process. Once the matrix G in the dgorithm

iscondruct, theinverson dgorithm requiresonly a
matrix inversion process for each antenna position.

In bigtatic SAR application the received datawhich
isobtained by two different antennas gives us more
information as compared to the monogtatic caseand
thisinformation has an advantage of finding more
accuraeresults A high-speed computation technique
such as parallel processing can be used to compute
the inverses of the matrices separately at the same
time. Thismethod reducesthe computer time. Since
the pulsewaveform affectsthe structure and property
of matrix [G], (for example, ill-conditioning), the
choice of pulse form and duration are important

regarding the accuracy of the solution. The image
quality can be enhanced by using an optimization

dgorithm to give acommon solution from the resullt,
whichis obtained by each antenna.

93



94

TURKISH JOURNAL OF TELECOMMUNICATIONS

REFERENCES

DdideG.Y.,H. WuH., (1994). Moving Target Imaging and
Traectory Computation Using ISAR, |EEE Trans. Aerospace
and Elec. $ys, 30, 3, pp. 884-899.

Haykin S,, (1996). Adaptive Filter Theory, Englewood Cliffs,
NJ, Prentice-Hall.

Kaiser G, (1996). Physicd Wavelets and Redar, IEEE A.P.
Magazine, 33, 1, pp. 15-24.

Karta M., B. Yazgan, OK. Ersoy, (1995). Multistage Pardldl
Algorithm for Diffraction Tomography, Applied Optics, 348,
pp. 1426-1431.

Kent S, S. Peker, (1996). Rejection of Motion Irregularitiesin
SAR Images, European Conference on Synthetic Aperture
Radar, pp: 147-150, Koenigswinter, Germany.

Mensa, D.L., (1991). High resolution radar cross-section
imaging, Artech House, MA.

KARTAL AND KENT

MoreraA., (1994). Airbome SAR Processing of Highly Squinted
Data Using aChirp Scaling Approach with Integrated Motion

Compensation, |EEE Trans. Geo. and Rem Sens,, 32, 5, pp.

1029-1040.

Munson D.C., JD. O'Brien, W.K. Jenkins, (1983). A
Tomographic Formulation of Spotlight Mode Synthetic Aperture
Radar, Proc. |EEE, 71, 8, pp. 917-926.

Soumekh M., (1992). A System Model and Inversion for
Synthetic Aperture Radar Imaging, |EEE Trans. Image
Processing, 1, 1, pp. 64-76.

Soumekh M., (1995). Reconnaissance with Ultra Wideband
UHF Synthetic Aperture Radar, IEEE Sgnal Processing
Magazine, 12, 4, pp. 21-40.

Wehner, D.R,, (1995). High Resolution Redar, Norwood, Artech
House, MA.



TURKISH JOURNAL OF TELECOMMUNICATIONS
Vol:1 No:2 pp. 95-99-5, 2002

NOVEL T/RANTENNA DES GNSFOR SURFACE WAVE HFRADAR SYSTEM S
WITH NARROW EL EVATIONANDAZIMUTHAL BEAMWIDTHS'

Ahmet Serdar Tirk, Burak Polat
TUBTAK Marmara Research Center, Information Technologies Research Institute,
P.0.Box 21, 41470, Gebze, Kocaeli
Tel: 0(262) 641 23 00 ext. 4755/4822 Fax: 0 (262) 646 31 87
E-mail: ahmet@btae.mam.gov.tr , polat@btae.mam.gov.tr

ABSTRACT
Over-the-horizon rader and communication systems use T/R antenna systems that depend on surface and sky wave propagetion. Surface
wave HF radar systems are widely used for detection and identification of targetsin ranges up to severd hundred kilometers. The T/R
antenna systems of the radar are designed depending on the desired look angle, coverage areaand scan resolution. In this study some
novel T/R antennaconfigurations with narrow elevation and azimuthal beamwicths are presented for H redars operating in the surface
wave mode and the improvement of the performance and efficiency of the radar antenna system are investigated using Numerical
Electromagnetics Code.

Keywords. HF radar, Surface wave propagetion, Electronic beam scanning

YUZEY DALGALI HF RADAR SISTEMLERI iCIN DAR DUSEY VE YATAY
HUZMELI VERICI/ALICI ANTEN TASARIMLARI

OZET
Ufuk Gtesi iletigim ve radar sistemlerinde HF bandinda yer ve gok dalgast yayilimina dayah anten sistemleri kullamilmaktadir. Yer (veya
yiizey) dalgali HF radarlari ufuk 6tesinde birkag yiiz kilometrelik menzillerde hedef algilamasina yonelik ¢aligirlar. Bu radarlarm verici
Ve alici anten sistemleri, bakis agist, kapsama alant ve tarama ¢dziiniirliigiine gore tasarlanmaktadir. Bu calismada, radar sistem bagarimint
ve verimini arttirict dar huzmeli dizi anten yapilar tasarlanmis, sonuclari degerlendirilerek elde edilen katkilar sunulmustur.

Anahtar Kelimeler: HF radar, Yiizey dalga yayilimu, Elektronik huzme tarama

|.INTRODUCTION

Over-the-horizon radar and communication sysems
use T/R antenna systemstthat depend on surface and
sky wave propagation. Surface wave HF radars are
capableof detecting and identifying targetsfor ranges
up to severd hundred kilometers. Improvement of
the power efficiency of the radar sysem whichis
designed depending on the desired look angle,
coverage areaand scan resolution, will haveamgor
influence on the target detection performance.
Therefore, the design of the antenna systems with
high gain, narrow beamwictth and low back-to-front
ratio and take-off angle gainsimportance in radar
sydems.

Inthisstudy novel antennaarray configurationswith
narrow elevation/azimuthal beamwidth and low
Sdefback lobelevel aredesigned. Thereforethetarget
detection performancefor rangesupto severd hundred

kilometers can be performed reducing the back
scattered ionospheric clutter and increasing the
maximum range of theradar. Inthis context compect
antennas comprising elevated linear arrays of short
dipoles are designed. Monopole antenna arrayswith
narrow beamwidth and low side lobe level are
synthesized in order to scan electronicaly awide
goerture on the horizontal plane with high angular
resolution. High gain HF antenna structures with
narrow beamwidths on both elevation and azimuth
planes are redlized by integrating horizonta and
verticd array structures.

[I.ELECTRONIC BEAM SCANNING AT THE
RECEIVER ANTENNA SYSTEM

Electronic beam scanning techniques (cf. Ma, 1974)
aeused inthe HF recaiver antenna systems digned
inpardld tothe shoreling, Snce amechanica scan,

* Thisgudy issponsored by Turkish Nawy Research Center Conmand (ARMERKOM)
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especialy for wide coverage areas with narrow
beams is impossible for land based systems.
Equiphased monopoleantennesdligned with acertain
separation can provide beamwidths with a few
degrees and radiation patternswith 20-30dB sde
lobelevels(seeFg. 2). Themainbeam can berotated
over the horizontd plane when the phase feeds are
adjusted to proper vaues. This process can be
implemented by goplying aphaseddlay a theantenna
inputsaswell asadigitd delay & thesignd processing
block. One of the main difficultiesin beam scan is
the change of the radiation pettern during scanning
andtheriseof theSdelobelevelsto undesred levels

[I.1Array Design Technique

Congider the linear antenna array givenin Fig. 1.
Let usassumethat thissructure comprisesN antennas
each with individual radiation patterns f; (6,0),
i=12,...,N and separation d. The electricd far field
of thei-th element with phasor current |, & aradia

digancer; isgivenby
jkri

E (9,(p)=éfi(e,(p)lier— i=12,.N.

| o

Here, k is the free space wave number.

N & . —
L ==
g —
il P
[
P =~
— —

Fig. 1 Linear array beam scanning configuration

TURK AND POLAT

When the array elements are chosen identical
(f. (6,0)=f (6,9)), the antenna pattern can be express
under thefar field goproximation (dy=(N-1)d<<r; V))
asfollows.

E (6,0)=2F (6.9) )
Subgtituting (1) into (2) yields
E0.0)=6100X — @

t=1 i

Onereplacesr; in(3) with
r=r, +§, i=2,.,N (for phaseterms) razr,,
I=2,...N (for amplitude terms)
under the far field gpproximation, where&; =d sin
0. Asuming thet the array eementsarefed with a
phase difference' ¥, with respect to thefirst one, the
total radiation pattern of the array can be expressed
s (r=ry):
_ _ ejkr
E (6,0)=6F(6,9) —
p

) @
F(8.0)= f(8,0)) 1/ 30asm v

i=1
Asseenfrom (4) thetotd radiation fieldisproportiond
to the radiation pattern of asingle element and a
summeation of the currents and phases of the array
elements. Despite a number of simplifying
assumptions, the array factor till possess a pretty
complicated parametric dependence. In beam
scanning the main purpose is to determine the
optimum phase feeds to direct the main beam a a
certainlook angle. There may appear differencesin
paiternson therotated diagramswith high Sde and/or
back lobe levels. Such minor deficiencies are rather
removed by adjusting the current amplitudes. In
section 2.2 we shdl present anumber of numerica
design examplesto darify the above Satementsand
comment on removing the deficiences that arise
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[1.2 Numerical Examples

InFigure2 NEC smulationisdepicted for dectronic
beam scanning of a 16 element quarter wave

monopolearray placed over dry ground. By adjudting
the phase differencesin the array elements beam

scanning is performed between 0° - 45° with 15°

Seps. Besides radigtion fildsinthe presence of sea
and dry ground aredso andyzed to observe possible
changes on the radiation patterns (disregarding the

NOVEL T/RANTENNA DESIGNS FOR SURFACE
WAVE HF RADAR SYSTEMSWITH NARROW
ELEVATION AND AZIMUTHAL BEAMWIDTHS

vaiation of gain).

During scanning the pattern of antenna gain and

redliation field should be preserved while reducing
the sidelobe levelsto aminimum. Asseenin Figure
3, the radliation pattern may disorient & large scan
angles. Current adjustment issuitable a these cases.
Besdes incresing thenumber of dementswill greatly
reduce the side lobe levelswhile their number will

increase dueto interference.

s R
B Pl geanlel i el i

Fig. 2 16-dement monopolearay and the azimuthd radiation pattern over dry ground

(withe,=7, 6= 3.10*Sm)

B Y

Fig. 3Antennadiagramswith the beam roteted with 15° sepsin theinterval 0°-45°

over perfectly conducting ground
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[1I. NARROWING THE ELEVATION BEAM
FORT/R ANTENNAARRAYS

lonospheric reflection is the typical means of
transmission in the HF band to attain great ranges
aound the earth and the basic principle for sky wave
HF radars. Nevertheless, the presence of ionosphere
poses a disadvantage for monostatic surface wave
HF radar system because of the clutter received a
the receiver antenna due to the small part of the
power trangmittted upwardsin the amosphere (fien
and Polat, 2002). Similarly, the reception of the
ionospheric clutter aswell as amospheric noise at

b Tl
P g

TURK AND POLAT

therecaving antennareducesthe sysem performance
serioudly. Beside advanced signal processing

agorithms, the main solution to remove such

deficiencies is obvioudy to narrow the elevation

patterns of T/R antennas and reduce the take-off

angle. For this purposeanumber of elevated antenna
configurations are investigated. Radliation patterns
with narrow beamwidth, low back-to-front ratios
and smal side lobes in the upward direction are
presented in Figures 4 and 5 realized with proper
phase feeds.

Fig. 4 Elevated tranamitter dipole antennaarray and vertical radiation pettern
over seasurface (withe,=70,6 = 5 Sm)

Fig. 5 Elevated compect (pentagon) receiver antennaaray and verticd radiation
pattern over seasurface (withe,=70,6= 5 Sm)
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IV. RESULTS AND CONCLUDING
REMARKS

Theadvantagesof using devated platformscompared
to the classical ground based monopole arrays in
surface wave HF radar sysemsare presented. Main
advantages can be summarized as greater ranges
withimproved power efficiency, lower ionospheric
clutter and atmospheric noise and less ohmic loss
(cf. fien and Tirk, 2002) over the antenna ground.
Another result is that the vertical radiation pattern
and eectronic beam scanning are not effected from
different grounds such as perfectly conducting, dry
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The scan fficiency in beam scanning reduces due
tothethe disorientation of theantennapaitern & large
scan angles with the rise of side and back |obes.
Therefore circular/dliptica configurations would
yield better results for wide angle scanning on the
horizontd plane. (cf. (Tanner,1979) for aircular arrays).
Asanext stage of the research the authors plan to
employ linear antennashaped beam synthessmethods
to achieve desired elevation and azimuthal patterns
for various configurationsinduding the onespresented
and referred to in this paper.
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ABSTRACT
This paper presentsanovel method for redlizing nonlinear Volterrafilters. The novel structure employs the recently developed reduced-
order 2D orthogondl atticefilter. An adaptive-second order Volterrafilter based on thisstructure and arecursive least squares adaptation
dgorithm are presented. In order to confirm the performance of novel structure, simulations for the proposed method and previoudly
published competing redlizations areincluded. The convergence performance of our structurein the adaptive system identification setting
issuperior to previous models proposed in the literature.

Key Words: Nonlinear systems, Volterrafilters, Latticefilters.

KAFES SUZGEC DIKLESTIRME KULLANILARAK UYARLAMALI
VOLTERRA SUZGECI GERCEKLESTIRILMES]

OZET
Bu makalede dogrusal olmayan Volterra siizgeclerinin gergeklenmesi icin 2-Boyutlu (2-B) dik kafes siizgeci kullanan yeni bir yapi
dnerilmektedir. Ozyineli en kiigiik kareler (RLS) uyarlamali ikinci dereceden bir Volterra siizgeci gergeklenmektedir. Onerilen yapinin
ba arim daha dnce yaymlanmus yapilarla karstlagtiriimakta ve etkinligi gosterilmektedir. Sundugumuz yapmin uyarlamali dogrusal olmayan
sistem tanilama uygulamasinda ba arimmnin, daha once literatiirde sunulan yontemlere gére daha yiiksek oldugu bilgisayar benzetimleriyle
gosterilmektedir.

Anahtar Sozciikler: Docrusal olmayan sistemler, Volterra siizgeci, Kafes siizgeg

[.INTRODUCTION

Therearealarge number of gpplicationswherethe
linear system paradigm failsand one hasto resort to
nonlinear systems. The truncated Volterra series
expansion provides a commonly used nonlinear
model (Mathews, 1991). However, polynomia
regression models such as the truncated Volterra
expansion suffer fromill-conditioning, especialy if
the degree of the polynomid ishigh. It isknown thet
evenwhen theinput Signal iswhite, the presence of
the nonlinear termsin the input vector will causethe
egenvaue spread to be more than one. It isimportant
to seek for dternate Volterra filter redlizations that
have better numerical properties. Lattice models
provideaviable orthogondized Sructure (Mathews,
1991; Syed and Mathews, 1994). InKayran (19964),
anorder recurgvesolutionfor the 2D normal equations
wasdeveloped. Thishes|ead to an efficient orthogonal
|attice predictor for 2D filtering. This sructure has
been previoudy utilized to develop methods for 2D

FIR Wiener filtering (Kayran and Ekflioalu, 2000),
2D ARMA modeling (Kayran, 1996b) and 2D

maximum likelihood spectrum estimation (Kayran,
1996¢). Inthis letter, we gpply the fully orthogond

2D lattice structure in (Kayran, 1996a) to the

redization and identification of truncated Volterra
seriesexpangon basad nonlinear sygems Thismode
can be applied to Volterra systems with arbitrary

input signas and arbitrary supportsfor the Volterra
kernels, as opposed to some proposed modeswhich
are orthogondizing only for specid, eg. Gaussan
input Sgnalsand specid shapesfor the Volterrakernel
support (Syed and Mathews, 1994).

Il.MATERIALSAND METHODS

1.1 2D LatticeAnadyssModel

Congder the nonlinear system with theinput-output
relation based on the truncated second-order Volterra
Seriesexpangion.
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Fig. 1 Input vector restructured inw a - InpuL ey

a) ordering schemefor the array

when isthe memory order of the nonlinear system
and g, (n) and b (n) arethelinear and
quadratic coefficients respectively, of the second
order Voltarrafilter. Thisexpanded input Sgndl vector
with nonlinear entries can berestructured into a2D
aray asshowninFig.1. The ordering of the M data
pointsin the support region can be madein various
ways. Fig. 1 dso shows the indexing arrangement
we chosefor theinput array. It is possibleto redize
the Volterra system asajoint-process esimator with
alattice-ladder structure ingtead of the direct form
redization asin Eq. 1. Herethe lattice sectionisa
2D |attice predictor for the underlying expanded
input Signal array with nonlinear entries and the
|adder section is a linear combination of the
orthogonalized backward prediction errors (Kayran,
199%a, b). In the proposed ordering, we use verticd
and horizontal shiftsto order the entrieswithin the
support into a 1D array. We can observe from the
ordering schemein Fig.1 that the entries exhibit a
1D ordering inthe horizontal direction for each row.
This ordering was chosen on purpose to eiminate
somelattice sectionsin thefull-complexity 2D lattice
filter. Using this shift invariance Sructure dong the
rows, we can perform the orthogonalization within

b) indexing scheme for the array

each row utilizing the regular 1D FIR latticefilter.
Theresulting 2D lattice predictor with Sgnificantly
Oecreased number of lattice sectionsis the reduced
complexity 2D orthogonal lattice filter.

We use the ladder-section of the joint-process

edtimator to form an esimate of some primary input
using the backward prediction errors. Inthe sysem
identification mode thisinput will bethe output from
a second-order Volterra filter. Fig.2 depicts the

nonlinear joint-process estimator, complete with the
reduced complexity lattice predictor and ladder

section for the case.

1.2 Nonlinear sysem identification usngRLS
adaptation

The backward prediction errors

b8 (ko) B (k). "k, k) GeneretedLsing
the 2D |attice filter are orthogona to each other
(Kayran, 19964). This result provides the main
adventage of our structure over the multichannel
|attice Structurein (Syed and Mathews, 1994). For
thegructurein (Syed and Mathews, 1994), dthough
the backward prediction errorsin different channels
are orthogond to each other, the elements within
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each channel are not orthogonalized. However, in
our dructurethe backward prediction errorsarefully
orthogonalized to each ather. Thiswill result in faster
and less input dependent adaptation in gradient

descent type of agorithms such as (normalized)

LMS. However, here we develop an RLS-type
adaptive dgorithm for our novel sructureto permit
comparison with the algorithms in (Syed and

Mathews, 1994).

The orthogondlization within each row of the input
aray dong the horizontd direction utilizes 1D FIR
|atticefilters. Hence, for theadaptation of thereflection
coefficientsin each of this 1D |atticefilterswe used
theregular RLS |attice adaptation using apodteriori

din)

EKSIOGLU AND KAYRAN

edtimation errors (Manolakis et a., 2000). This
provides for fast, computationally smple and

numerically robust adaptation for the 1D lattice
sections. For the reflection coefficientsin the lattice
module sections which provide for the inter-row
orthogonalization, the shift invariance is no longer
valid. However, the 2D |attice predictor ensuresthat
the backward prediction and forward prediction

arors whicharetheinputsto thelaticemodulesare
orthogonalized. We can employ this decoupling

property of the lattice structure and develop RLS
adaptation agorithms for each single |attice stage
inddethe lattice modules seperately. The RLStime
update equations for the backward and forward

prediction reflection coefficients are given in Teble

eln}

Laibos | — -

LLss

mes M Lastico [

— Moduba| ™
T .';:'I'l_ Lattics

Mochde]
B (REXT

Fig. 2 Nonlinear joint-process esimetor for N =4
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1wherei isthetimeindex. Weset P(0) = 6']Where
0 isasmal posjtive constant and €(0) =
InTable L1 and\" arethered-valued nthstage
reflection coefflaentsfor the forward and backward
predictors, respectively (Kayran, 1996a, b).
The decoupling property of the latticefilter isaso
vaid for the ladder section. Hence, we use smilar
update equations for the ladder coefficients.

[11. RESULTS AND DISCUSSION
In the smulation the adaptive filter was run with
the same Sructure asthet of the sscond-order Volterra
filter to beidentified. For the Volterrafilter we cho
N=4, hencethesysem had 4 linear and 10 quadratic
coefficients. The values of the coefficients are taken
from syseminthe examplein (Syed and Mathews,
1994) by truncating the system givenin (Syed and
Mathews, 1994) to N=4. The input signal to the
unknown system was colored pseudo-Gaussan noise
obtained asgivenin (Syed and Mathews, 1994). The
desired response signal d(n) was obtained by adding
white Gaussian noise uncorrelated with the input
sgnd. The variance of the observation noise was

ADAPTIVE VOLTERRA FILTERING USING
COMPLETE LATTICE ORTHOGONALIZATION

chosen to obtain an SNR of 20 dB. We present the
learning curves for our lattice structure, the
multichanne! latticein (Syed and Mathews, 1994)
andthedirect form transversd redlization (Mathews,
1991) dl with RLS adaptation in Fig.3. The error
curvesaremean squared for 500 cydesand A=0.9975.
Our gructure maintains the excellent numerical
behaviour of lattice models and overcomes the
deterioration in the convergence speed compared to
the transversal RLS filter we observe in the
multichanne! |attice model, which is due to the
increased complexity of this structure (Syed and
Mathews, 1994).

IV. CONCLUSIONS

In this letter, a new method is developed for the
redlization of the second-order Volterrafiltersutilizing
the2-D orthogond |attice ructure AnRL S adaptive
nonlinear filter based on this structure s presented.
The performance of our sructure in the adaptive
system identification setting is superior to previous
moodls(Mathews; 1991), (Syed and Mathews, 1994).

Table 1. Practical implementation of the RLS adaptation algorithm

for the reflection coefficients insde the lattice modules.

forvard prediction
coefficientsadaptation

9=P (i-1f ()
o =1 +gf ()

g=3
(04

P (i)="(P(i-1)- gd)
=b (@) +T5 (-

ry (=1

D)
(i-D+ge

backward prediction
coefficientsadaptation

g =Py (i —Db ()
o =2 +3bl ()

-2
o

P,(i)=A"(P,(i—1) - g3)
e= fO00) + Ty (i-Dby (i)
Iy ()=Tp (i-D+ge
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Fig. 3 Learning curvesfor different models.
(i) multichanne lattice Sructure

(ii) transversd direct-form redlization

(iii) model based on 2-D lattice structure
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